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FOREWORD

This final report covers the work performed by Autonetics Division
of North American Rockwell Corporation under a study contract entitled
Reconfigurable G&C computer Study for Space Station Use. The report
is submitted to the National Aeronautics and Space Administration
Manned Spacecraft Center under the requirements of Contract NAS 9-10416.
The study program covered the period from December 29, 1969 through
January 31, 1971, The NASA Technical Monitor was Mr, E. S. Chevers.

The final report consists of seven (7) volumes:

Volume I Technical Summary
'Volume I Final Technical Report
Volume Il Appendix I. Model Specification
Volume IV Appendix 2, IOP - VCS Detailed Design
Volume V Appendix 3. System Analysis and Trade-Offs
Volume Vi Appendix 4. Software and Simulation Description
and Results
Volume VII Appendix 5. D-200 Computer Family

Appendix 6. System Error Analysis

Appendix 7. Reliability Derivation for Candidate
Computers

Appendix 8. Power Converter Design Data

Appendix 9. Data Transmission Medium Design
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1,0 INTRODUCTION

1.1 SUMMARY

The purpose of the study is to define the general system requirements
and specify the configuration for a modularized reconfigurable, fault
tolerant guidance and control computer system suitable for a manned space
station complex, The study includes power distribution, modular computing
elements at various subsystems, input/output data bus, and the development
of necessary software to demonsirate the self-test and reconfiguration
ability of the system by computer simulation. This volume contains 2 sume-
mary of the results of the study,

1.2 GENERAL REQUIREMENTS

The computer system is required to support the Guidance and Control
(G&C) requirements of the Space Station during each mission phase. The
Space Station is expected to operate in a circular 200 - 300 mile orbit of
55 degree inclination with added capability for polar orbits. The mission
can be broken down into four major phases: Prelaunch, Boost, Orbit
Injection and Orbital Coast.

The orbital coast phase was the phase of primary concern for this study
and is used to estimate the memory size, speed, and signal interface
requirements for the computer system. The G&C system consists of several
subsystems as shown in the functional block diagram, Figure 1-1,

The G&C computer and computing elements at subsystem level perform
all computational tasks associated with navigation and attitude control
function., Data processing functions associated with the experiments and
display and control functions are handled by another computer complex, called
the Information Management Data Processor. The latter provides mode
control signals and receives navigation data from the G&C computer,

A common multiplexed data bus provides a means of transferring data
between the subsystems and the guidance and control computer complex,

The manned environment and long periods of independent operation
dictate more stringent reliability requirements than have been imposed upon
spacecraft computers in the past. It has to be modular for ease of mainten-
ance and be tolerant to three failures in a fail op, fail op, fail safe manner.
This means that it must be able to detect failures, isolate failures to a
modular level, and recover from failures by reconfiguring the system
{replacing the faulty.module with a spare),
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1.3 PROGRAM PLAN

The study has been organized into individual tasks as shown in
Figure 1-2, The task descriptions are described in the Detailed Program
Plan (Reference 1-1), It should be noted that the individual tasks are -
closely interrelated and somewhat iterative in nature. Task 12, Cost
and Schedule Plan for Breadboard System Development, has been
deleted by direction of NASA,

This volume presents the objectives and results of each of the tasks
in detail. In cases where the supporting data is too voluminous, it has
been included in the appendices.

This volume consists of eleven (11) sections. This section presents
the background and overall objectives and requirements of the study.
Section 2 presents the results of the technology review and defines the
recommended logic circuit, memory and packaging technologies.

Section 3 summarizes the system requirements, computer requirements,
and includes the trade-off data that lead to the overall system concept.
Section 4 describes the failure tolerance requirements and their impact
on the selection of candidate systems. Section 5 presents the evaluation
model developed for the candidate systems and summarizes the results
of the evaluation. Section 6 is devoted to the technical discussion on the
I/0O data bus. Section 7 describes the recommended Reconfigurable G&C
Computer System mechanization in detail, Section 8 describes the soft-
ware developed during the study and summarizes the results of the
simulation. Section 9 presents the results of the lLocal Processor {LP)
trade -offs and describes the recommended LP design. Section 10 presents
the power distribution study results and Section 1l presents the recom-
mendations for future effort.

1-3
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2.0 TECENOLOGY REVIEW

2.1 INTRODUCTION

In order to establish a technological baseline for system tradeoifs
in the Reconfigurable G&C Computer Study, a brief technology review
has been conducted. The review covered three areas: semiconductor
logic technologies, memory technologies {magnetic and semiconductor},
and packaging, General ground rules for the review were that technolo-
gies considered should be producible in 1972 and that no substantial
development should be required. Reliability was considered the most
important factor in evaluating a technology but other characteristics
important to spaceborne systems such as size, weight and power were
also covered. Ground rules for particular technological areas are
given below,

2.1.1 Semiconductor Logic

Logic bit rates of typically 1 Mhz are expected in the Reconfigurable
G&C Computer system. Logic technologies were limited primarily to
four phase P-channel MOS, complementary MOS and low power bipolar
including bipolar MSI.

2.1.2 Memories

Memory modules of interest in this system are likely to be from 2 to
16K words of from 24 to 36 bits each. Parity would be included. The
modules may require multi-access ports for multiprocessor configurations.
Cycle times will probably not be less than 1 psec. with 0.5 psec. access,
The bulk of the effort was concentrated on core, plated wire, and films for
magnetic memories and dynamic P-channel MOS, complementary MOS, and
bipolars for semiconductor memories,

2.1.3 Packaging

From reliability considerations this effort was limited to characterizing
various methods of packaging uncased devices on ceramic substrates.

2.2 SEMICONDUCTOR LOGIC TECHNOLOGY
2.2.1 General

Semiconductor technologies under consideration for use in logic
portions of the Reconfigurable Computer have been limited to those with
proven reliability and producibility. Three technologies, bipolar, P-channel
MOS, and complementary MOS (CMOS) fall into this category., Both bipolar
and P-channel circuits are currently being produced by a large number of
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2.2.1 {continued) manufacturers and therefore represent virtually
zero risk. CMOS, because of the limited number of suppliers, must
be considered as a slightly higher risk.

The reliability of a system can be greatly enhanced by reducing
the number of connections required. One method of accomplishing this
is to increase the level of integration on the semiconductor devices to
reduce interface signals. Care must be taken however, in the logical
apportionment of the system or the number of signals can actually
increase. Of the three technologies being considered, P-channel MOS
is capable of the highest level of integration, approximately twice that
achievable with either bipolar or CMOS technologies, There is no reason
to expect that this ratio is likely to change in the future, although higher
levels of integration will be achieved in all technologies.

Another method of reducing system interconnects is through the use
of uncased devices on ceramic interconnecting substrates. These inter-~
connection techniques are applicable to all the semiconductor technologies
under consideration. They eliminate one or two of the three connections
required by conventional packaging techniques,

The inherent reliability of semiconductor technologies can be related
to the number of steps in the fabrication process and the criticality of
masking steps. Control of the gate oxide thickness is usually considered
the one critical step in MOS circuit fabrication. The gate oxide thickness,
however, can be determined visually unlike the critical diffusion depths
in bipolars. Furthermore, the addition of silicon nitride to the gate
insulation allows a thicker gate insulation of less critical thickness., The
thicker gate insulation also greatly reduces the possibility of device
failures due to gate insulation shorts,

Power is an important reli ability factor in integrated circuits. Many
failure modes are accelerated by high temperatures. It is desirable to
keep chip temperatures low by using low power circuit techniques. Both
4 -phase P-channel MOS and CMOS have very low power dissipations.
Bipolars generally have high power dissipations, e.g., a large array may
dissipate 1 watt of power, The requirement to remove large amounts of
heat from the chips may limit use of high reliability interconnection
schemes with uncased devices. Since heat must be conducted through
smaller interconnects in order to cool the chip, the amount of heat that
can be dissipated on a ceramic substrate is limited to 2 to 4 watts. No
more than 4 large bipolar arrays could, therefore, be interconnected
per substrate,



2.2,1 (continued)

It is concluded that P-channel MOS is the most suitable semiconductor
logic technology for the Reconfigurable G&C Computer. The technology
is well established and is capable of the highesat levels of integration, It
is compatible with high reliability interconnect techniques and is low power
when a 4-phase clocking circuit mechanization is used. This permits high
density packing which minimizes both size and weight of the system.

2.2.2 Bipolar Technology

Bipolar integrated circuits have evolved to a point where their
performance, cost and reliability make them prime candidates for
virtually any system. The wide variety of types and functions available
allow for ease and speed of system design. Most types of bipolar logic
have low power versions available for applications where high speed
performance is not required. These begin to compete from the power
standpoint with MOS logic at speeds around 1 Mhz. Bipolar technology
has been somewhat slow in the introduction of devices of higher com-
plexities. More medium complexity devices, however, have become
available in the past year,

A number of bipolar circuit families are available for consideration
including DTIL, ECL, RTL, and TTL. ECL and RTL can be eliminated
for the following reasons. Preliminary systems specifications indicate
that system reliability is of primary importance and that only moderate
circuit speeds are required, Power is a consideration although of
secondary importance. ECL is very fast and has a good speed/power
product. This, however, is only realized when operating at maximum
speed. Since only moderate speeds are required, the higher power of
ECL over other circuit types is not justified. RTL tends to be too slow
for this application and has limited fanout capability. Both ECL and RTL
have low noise immunity which could lead to transient system failures.
Neither ECL or RTL has a significant number of MSI devices available.
MSI or LSI devices can increase reliability by reducing interconnections,

Both DTL and TTL are definite candidates for the reconfigurable
computer. Almost every major semiconductor manufacturer makes a
line of DTL or TTL or both. The two types are electrically compatible
so that they may be mixed if desired in a system. Both types have low
and medium speed {power) lines available. A high speed TTL lire is
also available but it is faster than is required in this application and its
higher power cannot be justified. The medium speed TTL has a typical
gate delay of 10 nsec, DTL has a gate delay of 25 nsec and low power TTL
a delay of 33 nsec. . The compatibility of these circuits allows regular
TTL to be used where speed or drive is required and DTL or low power
TTL to be used in less critical areas.
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2.2,2 ({continued)

The TTL lines have the most extensive number of logic functions
available. These range from single flip-flops and quad gates to MSI
devices. A brief summary of the types of functions presently available
is given below:

Delay/ Power

Function Type Fregq. (Avg.) Remarks
Quad 2 input NAND TTL 10 nsec 40 mw typical
Quad 2 input NAND DTL 20 nsec 72 mw
Quad 2 input NAND LPTTL 33 nsec 1.8 mw
Dual J-K F/F TTL 20 Mhz 100 mw

LPTTL 3 Mhz 7.2 mw
4-bit counter TTL 18 Mhz 128 mw typical
4-bit counter LPTTL 3 Mhz 16 mw typical
4 -bit Full Adder TTL 60 nsec 390 mw max delay
4-bit Arith Logic TTL 28 nsec
8 -bit Shift Reg. TTL 18 Mhz 175 mw typical
8-bit Shift Reg. LPTTL  6.5Mhz 17.5 mw typical
BCD to Decimal TTL 25 nsec 140 mw typical

Decoder

In the event that standard MSI devices are not available, desired
functions can be mechanized with '"discrete' integrated circuits, or
custom MSI devices can be designed. Completely custom bipolar designs
are expensive and require a long lead time, but this problem can be
largely circumvented by the use of standard cell arrays.

The standard cell array approach configures a standard matrix of
gates into many different functions by a custom metal interconnection
pattern. Two configuration techniques, discretionary wiring and fixed
array, are currently available,



2.2.2 (continuved)

Discretionary wiring involves f{abricating 2 wafer of cells, defermining
the good cells by testing them individually, and then using a computer
program {o generate a unique metallization pattern for each wafer uasing
only the good cells. The unique metzllization pattern presents a reliability
question since no two devices of the sams function are likely to have the
same interconnect pattern. Since the large wafer is packaged the size
advantage of MSI/LSI is greatly reduced. This technique requires a two
to three layer metallization which complicates the process and subsequently
reduces the yield.

A more satisfactory approach is the fixed array. Here a standard
array of cells is fabricated in which all cells are assumed good. A fixed
custom interconnect pattern is designed to mechanize the desired function
and is superimposed over the array. A large number of arrays are fabri-
cated on each wafer and bad arrays are discarded through testing in the
usual semiconductor method. Each array fabricated in this manner is
identical and depending on yields, many arrays may come from ezach
wafer. The chip size is comparable with other technologies and therefore
similar packaging can be considered. At present, standard cell arrays
of from 12 to 112 cells are available, The smaller arrays require two
layers of metalization while the 112 gate array requires three. Power can
be a serious problem in large bipolar arrays. A 112 cell array will
dissipate approximately one watt and therefore must be provided with an
adequate heat sink., Beam leading or flip chipping such devices is very
questionable since all heat must be conducted through the leads., Power
will also limit the number of devices that can be mounted on a common
substraiz.

2.2.3 Four-Phase P-Channel MOS

The P-channel MOS technology is a fully developed, mature technology
applicable to a wide variety of systems. Numerous manufacturers are
currently producing P-channel MOS circuite while new process techniques
are coming into use which enhance both performance and reliability., Two
circuit techniques are most commonly used in P-channel MOS: two-phase
(2-¢ ) and four-phase (4-¢ ). Of the two, 4-0 circuits have significant
advantages in both power and functional density.

Four-phase circuits require only that power dissipated in charging
and discharging circuit capacitances. In this respect they are similar:
to CMOS and unlike 2-§ MOS or bipolar circuits which require power con-
suming resistive voltage dividers. At no time does a DC path exist between
power supply and ground in a 4-0 gate, The average clock power for a
4-¢ 1.SIC is about 50 mw at 1 Mhz. This power can be reduced in standby
situations or for modules not requiring that high a frequency by reducing
the clock frequency.
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2.2.3 {continued)

The basic 4-f gate (using P-channel devices) is shown in figure 2-1.
The gate operation proceeds as foliows:

1. During time T, and T, clock ¢ is able to charge the gate
capacity to a negative voltage.

2. During T, clock ¢ ., is additionally able to charge the load
capacity. At end o% both the gate and load capacity are
charge negative unconétltionally. Thus, the output is not
valid during TZ"

3. At T, clock ¢, is zero so that one end of the gate is at ground
and t%xe deviceé connecting the gate to the negative supply is off,
If a path exists through the logic, the gate capacity will be dis-
charged as well as the load. If no path exists, the load will
remain negative,

4, At T, clock ¢  is zero so the load is isolated from the gate.
The éutput is valid until clock ¢2 connects the load with the gate.

5. In general, to perform logic, other clocks are mechanized to
accept inputs at other times so that their operation overlaps
this gate. Only 2 clock phases are needed for shift registers.
Three phases are needed for general logic functions. Four
phases are generally used to provide more efficient logic
mechanizations,

The high functional density obtainable in MOS circuits results from a
simple process and the ratioless nature of 4-9 logic. The single channel
MOS pPocess requires only one diffusion step. The FETS and diffused
gate structures are self-isolating and therefore no chip area is required
for isolation, Only one FET is required in a gate per logical input.

The size of the FETS are determined only by the required gate switching
speed and its output capacitive load. In many cases FETS can be the
smallest producible size (0.6 x 0.6 mils). One or two extra FETS are
required per gate, however, to perform the precharge and isolation
functions.

Four - phase circuits have found applications ranging from aerospace
digital computers to desk top calculators, A 24-bit parallel general
purpose computer was developed by Autonetics in 1968-1969 which is
mechanized with 8 MOS/LSI device types.

2-6
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2.2.3 {continued)

An advanced 4-¢ system has been developed which enhances circuit
speed, eliminates major inter-circuit noise and extends the logical
capability available to the designer. Up to eight levels of inverting
logic can be obtained in a single clock period. Non-inverting levels
can be many more. Each gate has maximum flexibility in communicating
with other gates. Some 4-@ systems put serious restrictions on the inter-
communications between gates. Using the advanced clocking system,
complex LSI devices have been developed with over 200 inverting logic
gates mechanized with over 1500 FETS. The circuits operate at clock
rates in excess of 1 Mhz (4 Mhz phase rate). A new family of computer
building block devices is currently under development at Autonetics.

A detailed description of these and other MOS/LSI devices is given in
Appendix 5 where the use of such devices as building blocks is discussed.

In addition, it should be noted that considerable work is being done
by several manufacturers on silicon gate MOS devices. This technology
uses polycrystalline silicon for the gate electrode and offers a reduced
threshold voltage on the gate. The significant result is the higher speed
and bipolar compatibility that can be achieved with these devices. The
maturing of this process will result in the mix of MOS and bipolar devices
to use each to its fullest advantage.

2.2.4 Complementary MOS

Complementary MOS {CMOS) technology is beginning to emerge as a
competitive technology to both bipolar and P-channel MOS. Until recently,
CMOS costs have been extremely high and its use was limited to appli-
cations where its ultra-low standby power was of paramount importance.
A limited number of standard functions, however, are now available at
competitive prices. Most of these fall into the MSI category. One
example is a 4-bit parallel adder with carry look ahead. Another is a
7-bit binary counter. More complex circuits are available on a custom
basis. In the memory area, 64-bit memory chips are available and a
256 -bit chip has been developed but is not now generally available.

The main reason for the slow development of CMOS appears to be the
complex process required to fabricate the devices., The small number of
suppliers certainly supports this contention. Only 3 or 4 semiconductor
manufacturers are generally recognized as CMOS sources. Most of the
major semiconductor companies, however, are currently engaged in
process development for CMOS.  Principal difficulties involve the
necessity of isolating substrate areas of opposite polarities and the
ability to control the threshold voltages of both the N and P-channel FETS
simultaneously.

2.8
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2.2,.4 (continued)

The advantages of CMOS are its low standby (quiescent) power
dissipation, relatively high speed and high noise immunity. These are
offset by the more complex process and a lower functicnal density than
is obtainable with some other technologies. Quiescent power dissipation
of a typical CMOS MSI function is about 5 uw, Operational power will
be considerably higher. Like all gating technologies, CMOS gates must
switch their output capacitances., This represents a power loss propor-
tional to the square of the supply voltage and the switching rate. The
ripple-through nature of CMOS logic may also cause switching spikes
which add to these losses through unnecessary switching, Furthermore,
with the 15 volts required to achieve high switching speed, DC paths exist
between the supply and ground during switchings, Substantial power can
be dissipated in this manner, particularly if signal trnsitions are relatively
slow. Gate delays in CMOS are about four times bipolar delays and half
of P-channel delays., This assumes that gate structures are kept simple.
Gates with large fan-in will be slower than equivalent P-channel gates,

The functional density of CMOS is approximately equal to that of
current bipolar MSI but less than that achieved with P-channel MOS.
One reason for this is the additional area required on the chip to isolate
separate substrate areas for N and P-channel FETS. Another is the
duality required in the classical complementary gate structure. Two
MOS devices are required for each gate input; one N-channel and one
P-channel. Any CMOS gate with more than two inputs will require more
MOS ¥ TS than an equivalent single channel gate. The FET sizes also tend
to be larger than in single channel ratioless logic. The structure duality
can be further illustrated by referring to the CMOS NOR gate in Figure 2-2,
Note that while the P-channel devices are conrected in parallel {ORed), the
N-channel devices are in series (ANDed). A string of series devices is a
speed limiting factor which cannot be avoided in classical CMOS logic.

2.2.5 Cross Technologies

By combining technologies in a single semiconductor device, some of
the best characteristics of each can be realized. Among the potentially
beneficial combinations are PMOS and bipolar, CMOS and bipolar, and
CMOS and 4-@. One of the problems in PMOS is driving the interface
capacitance between devices. By adding an N+ diffusion to the PMOS
process, it is possible to produce both common collector NPN and
lateral NPN bipolar transistors. The common collector NPN has high’
saturation resistance and the lateral NPN has low current gain, Never-
theless, the common collector NPN's can advantageously be used as
emitter follower output drivers. These drivers have superior drive to
straight PMOS drivers and load the internal circuitry less. The lateral
NPN could be used to mechanize a curreni sense amplifier on a PMGCS
memory device. This could reduce access times to 100 nsec or less,

z-9



C70-171/301

A v Jifj;

B - gT\T

C * ; N

’ — T-‘ - A+B+C+D
e O —4% L{i

FIGURE 2-2, CMOS NR GATE

Precharge

Clock ____..|

OUTPUT

ZTGL—:

Isolation
Clock l

=L

—= —
—= —

Logic
inputs

' Pre charge i
Clock

% z]__?_jz zl__’_]

ecern g
—wn
«n

FIGURE 2-3, 4.PHASE CMOS GATE



C70-17i/301

2.2.5 {(continued]) The same bipolar transistors can be fabricated with
CMOS. 1In this case, it is possible to obtain the devices with the sxisting
diffusion steps.

Combining 4~@ circuit techniques with a CMOS process can produce
devices with the packing density of 4@, speed equal or greater than con-
ventional CMOS and power 1/2 to 1/4 that of 4-§ PMOS. Figure 2-3 shows
the circuit for a 4~ CMOS gate. Note that the circuit is mechanized with
one device per logic input and therefore maintains the 4§ advantage in
number of devices over conventicnal CMOS,

The precharge is the only P-channel device in the gate. The gate
is precharged throughout this device by a clock going to ground. The
threshold drop encountered in a 4-§ PMOS gate is therefore eliminated.
This permits a drop in supply voltages and clocks with a resuiting decrease
in power, Precharge speed is increased since the precharge device is
operated in a grounded source configuration instead of as a source
follower. The isolation and logic devices are all N-channel devices. The
higher mobility of N-channel devices over P-channel may be traded off
several ways. By maintaining logic levels at the same voltage and device
sizes the same as in PMOS gates, an increase of up to three times PMOS
speed can be obtained. If the logic levels are maintained but the logic
devices made as small as possible, the chip size can be reduced or the
functional density increased. Some limited speed increase may still
result. Finally, if supply and clock voltages are decreased, speed
equivaient to PMOS gate can be obtained at about 1/4 power. Conventional
CMOS output drivers would improve capacitive drive and CMOS inverters
could be used between 4~ gates as required,

2.3 MEMORY TECHNOLOGY

2.3.1 Semiconductor Memories

Semiconductor memories have been limited in the past to scratch
pad applications where extremely high speed was required. Their low
density, high power, and high costs barred them from other applications,
Recent developments, particularly in the MOS area, have increased
density and reduced both power and cost to a point where semiconductors
are now replacing magnetics as main frame memories, This is especially
true in small and medium size memories such as required in micro-
processors and digital interface units. A summary of semiconductor
memory device characteristics is given in Table 2-1. More detailed dis-
cussions of the various semiconductor technologies are presented in
the following sections,

2.3.1.1 P-Channel MOS Memories - The highest density random access
read/write semiconductor memories currently available are P-channel
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2.3.1.1 (continued) MOS devices. Devices for 64 to 1024 bits are cur-
rently available or will be in the very near future. PMOS memories are
of two types: static and dynamic. Two 256-bit static memory devices

are currently on the market. One is completely self-contained including
address decode and 1/O circuits. It is mechanized on a small 110 x 122
mil chip using the silicon gate MOS process., Access time is about 1 usec
and the power is 2 mw/bit during access and 50 uw during standby. The
other static device does not include full address decoding or I/O circuitry.
While this requires external decode and sense devices, it permits memory
systems with access times as fast as 100 nsec. Power per bit is 1 mw
and this may be reduced substantially by strobing the power to the chip.

The power required for decode and sense must be added to the
basic memory device power.

Dynamic memory devices differ from static devices in that they
use the charge on a capacitor as the storage medium and require clocking
at 2 minimum rate to retain information. Memories of 512 to 1024 bits
per chip are pratical using this technique. Several manufacturers,
including Autonetics, are currently developing devices of this type.
Autonetics' device contains 512 bits and requires three clock signals,
The device includes partial address decoding and complete I/O circuitry.
Two configurations have been designed; a 512 x 1-bit chip and a 64 x 8-bit
chip. Access times including full address decode are less than 500 nsec.
The power is 200 aw /bit when clocked at 1 Mhz, Substantial reductions
in this power are possible by gating the clocks during standby. A 4096
word 32-bit memory system using these devices can have a standby power
less than 400 mw. Such a system could be constructed using conventional
flat packs on from 4 to 8 printed circuit boards,

As an example of the use of the Autonetics 512 word by one bit device,
a 4096 word by 4-bit memory requires 32 devices (RWMD 30024) and
two address decoder (AD 30021} devices. Three sections of the two
address decoders perform a decode of the first 9 bits of address to form
the X, Y, and Z inputs to each RWMD device., The fourth section of the
two decoders decode address bits 10, 11, and 12 to form a device select
of 1 of 8 blocks of 4 RWMD devices. All input signals can have a logic
"O" of from 0 to +2 volts and a logic "' from -5 to -25 volts,

Addressing of the memory cells is accomplished by address bits
1, 2, and 3 forming the 1 of 8 (X) select lines, bits 4, 5, 6, forming the
1 of 8 (YY) select lines, bits 7, 8, 9, forming the 1 of 8 (Z) select lines.
The X, ¥, and Z select lines will activate one of the 512 cells in each
device. The 1 of 8 device selects will activate a block of 4 RWMD devices
forming a 4-bit read or write cycle.
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2.3.1.1 (continued)’

With the address, read command and clocks applied, a read cycle
will occur. The information data output from the memory will be avail-
able at the cutput in less than 500 nsecs after the application of an
address code. The readout is non-destructive 8o there is no need for a
rewrite cycle after read. With a write command, address and clocks
applied, a write cycle will occur.

These 4096 word blocks can be connected together to form larger
memories with the special gate in each address decoder used to select
the block of memory desired,

The most convenient building blocks using the above described memory
devices contain 2 address decoders and 32 memory devices. Combinations
of these blocks can be configured into any desirable size memory system.
Receiver drivers may be needed when loads exceed the device drive
capabilities The number of devices needed for various configurations
is given in Table 2-2.

TABLE 2-2, MEMORY DEVICE REQUIREMENTS
No. of Address| No. of 512 Word

, Decoders x 1-Bit Memory Total

E__I\_éemorvaize (AD 20031) | Dev.(RWMD.30024) Bits
512 words x 32 bits 2 32 16, 384
1024 words x 32 bits 3 64 32,768
4096 words x 32 bits 12 256 131, 072
8192 words x 32 bits 24 512 262,144
16,384 x 32 bits 48 1024 524,288
32,768 x 32 bits 96 2048 1,048,576
64,536 % 32 bits 192 4096 2,097,152

2.3.1.2 CMOS Memories
standby power of CMOS is most significant,
standby at all times,

essentially in

- It is in the area of memories that the low
Memories by nature are

Only the small number of storage

locations being accessed at any given time are active. The great majority
of locations are in standby. If the power necessary to maintain the

states of these cells can be minimized, substantial power saving can be
realized., At the present time, CMOS offers the lowest standby power of
all semiconductor memories,

Z-14
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2.3.1.2 (continued)

CMOS memory devices still suffer from lower packing density than
is possible from single channel MOS. The largest CMOS memory device
reported is a 256 -bit array on a 17, 400 sq. mil die. Twelve FETS are
required for each bit. Access time is approximately 305 nsec,

The above 256 bit array is not generally available today but it is
reasonable to expect CMOS memories of this density to be producible
in 1972. A 16-bit chip has been available for several years., Sixty-four
bit memories have been developed and at least one manufacturer is
expected to market such a device.

2.3.1.3 Bipolar Memories - In applications requiring high speed
memory access, bipolar semiconductor memory circuits may be
required. Several manufacturers are currently producing 64 -bit bi-
polar memory devices, The typical access times for these chips is

60 nsec. The penalty for this speed is power. Typical power dissipations
are 5 to 6 mw/bit, Both conventional flat packages and beam lead chips
are available, For extremely fast memories, 64-bit devices having
access times of 5 nsec and requiring 10 mw/bit are available

2.3.1.4 MOS Read Only Memories (ROM) - Very compact ROM's

can be produced using the MOS technology. 4096 bit ROM's are currently
available, MOS ROM arrays are very similar to diode arrays. The
presence or absence of a MOS device or a diode denote whether a one or

a zero is stored, A single bit of storage can occupy as little as 1.5 mils ,

The 4096 bit array for ROM developed by Autonetics requires an
area of only 64 x 96 mils, When the necessary decoders and drivers are
added, the total chip area is a relatively moderate 130 x 150 mils, The
ROM is organized as a 512 word by 8 bit memory. It is designed to
require about 60 mw when operating at 1 Mhz. Standby power is virtually
zero, Even when a memory system employing this 4096 bit ROM is active,
the byte organization requires only three ROM's to be dissipating power at
a time for a 24-bit word memory. A one-bit-per~word chip organization
would require 24 ROM's active at a time for a 24-bit word memory.

The read access time for the 4096 ROM is less than 500 nsec with a
total memory cycle time of abow 800 nsec. MOS ROM speeds are a strong
function of the array size, larger arrays being correspondingly slower.
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2.3.1.5 MNOS Memoéry - Semiconductor memories have been criticized
for their volatility in the case of Read/Write memories and the difficulty
in changing programs in the case of ROM's. Considerable interest has
therefore arisen in an electrically alterable read only memory produced
using the MNOS process. MNOS memories are non-volatile and have
very low standby power. Read access times are expected to be about

0.5 microseconds in large arrays but write times have thus far been very
slow (Imsec). The technology is therefore being considered only for
ROM applications in normal computer systems.,

The MNOS storage mechanism involves the switching of the threshold
voltage of an MNOS field effect transistor. The hysteresis in this
switching action make the devices suitable for memory applications.

In order to evaluate the array characteristics of the devices, a 32 x 2 bit
test array has been fabricated at Autonetics. Plans are underway to
design a 1024 MNOS array during the coming year. The array will
require an approximate 100 x 100 mil die and will include full address
decoders and the circuits necessary for reading and writing the array.
This technology is still developmental. It cannot be considered as
producible in 1972 without significant risk.

2.3.2 Magnetic Memories

Magnetic memories considered for this application may be broken
down into three categories:

1. Core
2. Plated Wire
3. Thin Film

The major categories, of course, can be broken down into sub-
headings depending on system architecture but for this study a "2-1/2 D"
memory organization was chosen for each case., This choice is best for
the plated wire and thin film technologies but it is a debatable choice for
core systems of less than the 16K word capacities,

Table 2-3 lists the major applicable data for 2K word and 16K word
systems of 24 and 36 bits per word for core technology. Table 2-4 depicts
this same data for plated wire systems. A separate table is not provided
for thin film technology since the basic items are the same as for plated
wire with the exception that the memory array would be smaller in size.

This includes circuit counts, connections tothe array, and power dissipation.

Each of the three technologies was evaluated on several criteria that

should be of importance in achieving the performance goals of the recon-
figurable G&C computer,

2-16
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2.3.2.1 Reliability - A major item affecting reliability of 2 memory
system is the number of connections in the memory element array. The
plated wire or thin film technologies have an advantage of about 2-1/2 to
1l over a core system in this area due primarily to the number of memory
elements that can be put on one plane, It was judged that core arrays no
bigger than 128 x 144 could be used while plated wire or thin films could
have 256 x 576 elements on a plane.

Another important item is electronic circuit complexity, Timing
and control and sense amplifier circuits are about equivalent in all three
technologies. Word circuits for a core system are increased by 50 per-
cent and bit circuits by 100% to 300% over that required for plated wire
or thin film., In addition, the semiconductors used for bit drivers in a
core system must drive a much larger amocunt of current {(by an order of
magnitude) than the other technologies which result in larger devices ow
in devices being driven to a higher power level and hence, less reliable.

Perhaps a better way to compare circuit complexity than circuit
counts would be to compare circuit board areas, This comparison shows
about 50 percent less circuit boards are required for a plated wire or
thin film memory for the larger memory capacities. This advantage de-
creases to 16 percent for the smaller memories. The major reason for
this advantage of the plated wire and thin film memories is that more
MSI/LSI can be used with them than with a core system due to the
difference in bit current levels. A bit current of 40ma can be driven
througlk MOS multiplexer switches and bipolar MSI transistors, but 400ma
levels required by core systems make LSI/MSI interfaces with the memory
stack impractical.

2.3.2.2 Transient Failure Immunity - The NDRO capability of plated
wire or thin film memories would minimize transient failures. The only
guard that would need be put in a NDRO memory would be tc make sure
that a write cycle would continue to completion once it had started, thus
insuring a memory word is not left in some undetermined magnetic state

if power transients were experienced. A core memory, being DRO, would
need to be protected such that the data is rewritten after readout if
transients were experienced. Due to the power level required for a core
system, a weight penalty would be paid in order to protect core memory
contents from loss during transients.,

2.3.2.3 Cost - It appears that core and plated wire memory systems
will be equivalent in the larger capacities {16K words) and at speeds of

1 ;18 cycle times. Price-per-bit in either case should be about five -cents
per-bit. Thin film memories would be roughly 2-1/Z times this cost.
Smaller sized memories would be more expensive in all cases but the
increase would probably be less with a core system than the other
technologies since a 3-D coincident current organization could be used
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2.3.2.3 {continued) which would be more economical in the smaller
capacity than a 2-1/2 D arrangement,

2.3.2.4 Growth Potential - Although none of the magnetic technologies
lend themselves to true modularity, growth potential can be provided in
the design, For instance, a core system could be designed so that the
capacity could be increased by adding additional planes to the stack and
perhaps more components to an electronics module to increase the
capacity. An alternate would be to have growth potential components built
into the electronic circuit modules from the start so that only an increase
in array planes would be required. In any event, if growth is desired

the magnetic memory design should be optimized to include the growth
from the start rather than trying to make '"add-ons'' after the fact.

2.3.2.5 Volume and Weight - The volumes of both core and plated

wire memories would be roughly equivalent for a 16K word memory capacity.
A thin film unit would be on the order of 30 percent smaller. These estimates
are based on space required for conventional multilayer type circuit modules
in all cases. The plated wire array is assumed to be similar to that

designed for present day avionics systems. The core stack is based on
design numbers from core manufacturers. The thin film array is assumed

to be about half the size of the plated wire array and to use the same

circuitry as the plated wire system. Relative weights for a first order
estimate would be proportional to the volumes.

2.3.2.6 Power - Plated wire and thin film memories have a large power
advantage over a core system, requiring approximately 37 watts as com-
pared to 295 for a 16K 36-bit system. This is due to two reasons:

1. Plated wire and thin films being NDRO require no restore cycle
following readout but in a core system data must be restored
after each information retrieval.

2. The digit drive is approximately 10:1 higher for a core system
(400 ma vs. 40 ma). Since this current is required for each bit
of the data word during a write {or restore) cycle, it is quite
apparent why the core system dissipates so much more power.
Word currents are about the same in each case.

2.3.2.7 Technology Criticality -

1. Core Memory Technology - This memory technology is old
and very well understood. In 1972, core systems will be about

like today and will be able to meet the 1 us speed requirement
using a 2-1/2 D organization in a military environment. Therefore,
the technical risk of using this technology is almost non-existent.
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2.3.2.7 (continued)

2. Plated Wire Technology -~ Plated wire is a production item at

present. Examples of this in military systems are the IDCU memory
{Advanced iM.uuteman contract} and Poseidon memory. By 1972, several
good sources for military systems should be available and the technical
risk low,

3. Thin Film Technology -~This technology is still "‘just around the

corner' for most companies., Although many companies have done a

lot of work on it and it has even been used in actual hardware, yield
problems and low output signals still are not completely solved. For a
system requiring very low power and very small size, this technology
might be a good choice. However, there would be a development effort
and a high technical risk,

2.3.2.8 Summary - Based upon the evaluation both plated wire and

core memories could meet system requirements at low or no development
risk. Although similar in some areas, plated wire memories have

definite advantages in areas such as power, reliability, and transient
failure tolerance. Therefore, it is recommended as the prime candidate
for magnetic memory systems in the reconfigurable G&C Computer system.

2,4 MULTICHIP PACKAGING OF UNCASED DEVICES

Ever since electronic equipment designers became proficient in the
use of semiconductor devices, they have been fascinated by the possibi-
lities offered by the uncased device. They have compared the size of the
chip with that of the packaged device and have visualized orders of magni-
tude reductions in the size of their equipments. Further, they have
dutifully divided wafer costs by the number of die per wafer (suitably
weighted by a yield estimate) and have decided that a significant cost is
involved in packaging devices. Finally, they have counted the number of
wire bonds required to electrically connect the chip to the pin-outs and
have foretold large increases in reliability. Thus the multiple lures of
reduced costs, reduced size, and improved reliability have been responsible
for the generation of a wide variety of approaches to the utilization of uncased
semiconductor devices.

Autonetics has been actively developing technology for multichip
packaging of uncased devices over the last several years, Various approaches
to many facets of this new technology are presently being investigated and
applied to uncased MOS/LSI devices developed by Autonetics. One of the
key factors being developed is that of device bonding. Device bonding refers
both to die bonding--mechanically fastening of the device to the substrate,
and to lead bonding -- electrically connecting the die to the circuit. With
discrete devices, die bonding is usually an alloying procedure which provides
a very good thermal path from the chip to the substrate but increases rework
cost and time and precludes salvage of the chip for re-use or for post-mortem
procedures, Organic plastics have besn used for this purpose in various
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2.4 {continued} multichip packaging approaches. This enhances the
rework procedure somewhat but generally involves relatively long
curing cycles and destructive device removal. Current thinking is
to eliminate die bonding and to rely on the lead bonds for mechanical
strength. This is practical from the mechanical point of view; however,
a penalty is incurred in terms of increased thermal resistance to the
substrate. For the power levels being considered (<€l watt/chip) this
appears toleratble.

Although lead bonding has generally been done with "flying lead"
wires, this approach is not compatible with elimination of die bonding.
In addition it is usually considered to be expensive, subject to operator
error in complex assemblies, and a historical source of unreliability.
For these reasons this method of lead bonding is not considered for the
approach to device bonding,

Thus the three device bonding methods considered to be available
in a practical sense are;

‘1, Thermocompression, beam lead configuration;
2. Ultrasonic, flip chip configuration;
3. Solder reflow, flip chip configuration.

Of these three approaches the first and third, namely thermo-
compression beam lead and the solder reflow flip chip, appear to
offer the most promise. Methods of packaging uncased devices can
range from conventional looking flat packs on multilayer boards to
stacks of ceramic substrates interconnected with side rails,

The reliability over wire bonded devices can be partially realized
even if only one device is mounted per package. In this case one of the
three bonds normally required per interface lead is eliminated. Some
reliability is therefore gained but the individual packages must still be
scldered or welded one at a time to a multilayer board. The potential
size and weight advantages of beam lead devices are entirely lost in
this one device per package configuration. )

Another approach is to bond a few devices on a relatively small
ceramic interconnecting substrate. These are then mounted in a
protective package or can and the interface connections on the sub-
strate are bonded to the leads on the can., The cans can then be mounted
on printed circuit boards in the conventional manner, The printed
circuit boards can usually be high reliability two sided inatead of
multilayer because of the reduced interconnects made possible through
this packaging technique. Many of today's advanced avionics circuits
utilize a very similar packaging method. By placing several devices on
a common substrate the number of bonds required to connect interface
lines between devices is reduced from the conventional 6 to 2. The
number of connections from the substrate to the can must be added to
this. By proper partitioning of the system, however, can leads can be
minimized. Substrates suitable for packaging in this manner are
usually limited to a little over 1 square inch, Up to 30 conventional
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2.4 (continued) bipolar IC's or 12 MOE LS] devices can be inter-
connected on such a substrate, Substrate interface leads can be limited
to 40,

By making the ceramic substrate an integral part of the package,
larger substrates with more devices can be utilized. A typical substrate of
this type may be 2 x 2 inches and contain up to 40 devices. If the substrate
is tose packaged singly some protective cover needs to be placed over the
mounted devices with the substrate acting as the back of the package. The
seal does not need to be hermetic since the devices can be nitride
passivated. A portion of the edge of the substrate is left uncovered to
provide connection to the outside world. This area can have fingers for
mating with an edge connector. In this case the substrate becomes a
miniature printed circuit board. If a large number of interface connections
are required, however, more than one edge will be required and edge
connection becomes awkward. An alternate is to place pins around the
periphery of the substrate so that it can be plugged into a two sided printed
circuit board. Perhaps four such substrates could be interconnected on
cone board.

To illustrate the kind of densities which can be achieved on large
ceramic substrates with beam lead or flip chip devices, two substrates
developed by Autonetics are described below. The first is for a 24-bit
parallel Central Processing Unit (CPU) using flip chip devices., This
CPU is mechanized with 23 LSIC's, some with more than 1000 Field Effect
Transistors per LLSIC, The CPU was laid out and interconnected on a
one inch by two inch single side substrate in only two layers. The second
layer metallization is for the approximately 9000 crossovers., This layout
has been fabricated first using KMER as an insulation layer to evaluate
alignment and tooling problems, and secondly, using silicon oxide to
evaluate a practical insulation, The two mil lines and four mil center-to-
center line spacing in this substrate is desirable from the function appor-
tionment and MOS circuits; however, it is pressing the state-of-the-art
for low cost interconnection.

A read/write memory board has been laid out which will contain
32 Read/Write MOS memory chips and 2 address decoder chips. The
2 inch by 2 inch board size has 0.005 inch interconnection circuit lines
on 0,010 inch centers., The ceramic boards are metallized for chip inter-
connections. Insulation dots and crossover conductors are used to achieve
specific patterns. The technology was developed by using a crossover test
pattern of 0,005 inch wide conductors (chromium, gold) with insulation
(silicon oxide) and 0,005 inch wide crossover conductors, Vacuum
deposition was used for the first conductor layer and insulation dots.
The crossover bridges were iron plated; this was necessary for continuity
of the bridges over the thick silicon oxide. All of these materials were
deposited, covered with a photo-resist, pattern exposed, and etched.
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2.4 ({continued)

Instead of packaging substrates singly, very compact systems can be
constructed by stacking substrates. This concept is particularly appli-
cable to all semiconductor computers where size and weight are critical.
In systems using magnetic memories, however, the advantages are less
apparent. The following paragraph illustrates this stacking concept
as applied to a 16-bit parallel computer.

The advanced package contains uncased MOS LSI circuits mounted on
ceramic printed circuit boards with beam leads and assembled into a
computer package.  This packaging design was compared in detail with
conventional packaging methods (single 42 lead IC's packaged on multi-
layer boards) and showed the following advantages: It required one-
hundredth the volume; one-tenth the weight; one-half the number of
thermocompression bond joints. .An advanced package test model
demonstrated a temperature rise, between the heat sink and the component,
that was one-fourth the estimated thermal rise of the conventional package.
These savings are reflected in the improvement of the computer reliability
figure (17,481 hr MTBF as against 9016 hr MTBF for the conventional
package). This is the result of the reduction of bonding and solder joints
and the lower temperature at which the IC's are operating.
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3.0 SUMMARY OF SYSTEM ANALYSIS AND TRADE-OFF'S

This section covers a summary of the requirements analysis per-
formed in determining the guidance, navigation and control computer
requirements for the space station and the trade-offs conducted in order
to determine the hierarchy of the computational elements within the
system. The details of the analysis and results are presented in
Appendix 3.

3.1 BACKGROUND AND GROUND RULES

The study dealt with the Guidance, Navigation and Control subsystems
of the Space Station. A functional diagram of the overall system is pre-
sented in Figure 3-1. Earlier analysis has indicated the desirability to
dedicate a computer system exclusively for guidance and control functions.
This G&C computer is the central data processor for the G&C subsystems
containing various sensors and actuators required to perform navigation
and attitude control of the system, Data processing functions associated
with experiments and display and control functions are handled by another
computer complex called the Information Management Data Processor.
The latter provides mode control signals and receives navigation data
from the G&C computer,

A common multiplexed data bus provides a means of transferring
data between the subsystems and the guidance and control computer
complex., The data bus offers not only reduction in weight, volume and
power, but allows system flexibility permitting modifications and
additions, standardized interfaces and increased reliability.

The organization of the computer system offers several variations
between two extremes:

(1) A highly centralized system with a powerful computer complex
which communicates directly with sensor elements and actuators.

(2) A highly decentralized system in which each sensor and actuator
subsystem has its own local processor performing the control
computations and checkout functions associated with that subsystem.

Between these extremes, there is room for several variations. For
example, the local processor could be nothing more than a data compression
and multiplexer device necessary for interfacing with the data bus, On the
other hand, it could be a general purpose computer consisting of a pro-
cessor, memory and ''standard interface unit'', The advantages of such
a system is that although it may require more hardware, it could prove to
be more cost effective because of the high degree of hardware standardiza-
tion. The detailed mechanization of the subsystem functions could be



f STRAPDOWN INERTIAL
1 REFERENCE UMIT

OPTICAL ATTITUDE
SENSOR

RENDEZVOUS
o

SENSOR

DOCKING
SENSOR

FIGURE 3-1.

C70-171/301

TO INFORMATION

MANAGEMENT SUBSYSTEM

GUIDANCE AND

QONTROL COMPUTER
COMPLEX

DATA BUS

g

REACTION CONTROL
SUBSYSTEM

CONTROL MOMENT
| GYROS

3-2

BALANCE CONTROL
SUBSYSTEM

GUIDANCE AND CONTROL SUBSYSTEM




C70-171/301

3.1 (continued) handled by software, permitting ease and flexibility of
making changes without impacting the central data processor functions.
This approach has been made more attractive by recent advances in
digital computer technology which permit a substantial reduction of
size, weight and power through Large Scale Integration (LSI) in logic
and memory implementation,

The purpose of this poriion of the study was to investigate the total
computational requirements of the G&C system and determine the degree
of decentralization. Four subsystems were selected for detailed
analysis: (a) Strapdown Inertial Reference Unit (SIRU); (b) Optical
Attitude Subsystem (OAS); (c) Control Moment Gyros (CMG's) and
(d) Reaction Control Subsystem (RCS).

The trade -offs were conducted keeping the following objectives in
mind:

Reduction of development risk and cost by staying within
projected 1972 technology.

Reduction of management and technical interfaces between
subsystems.

Reduction of development costs by utilization of standardized
havdware,

Reduction of data rates on the 1/0O data bus.
Reduction of cost of design changes through built-in flexibility.
3.2 BASELINE SYSTEM DESCRIPTION

The baseline system as shown in Figure 3-1 consists of the
following sensors and actuation subsystems:

3.2.1 Strapdown Inertial Reference Unit (SIRU)

The inertial reference system uses six single degree of freedom
gyroscopes and six linear accelerometers in a dodecahedron array.
The instruments are of pulse-rebalance type. The principal merits
of this configuration is that it offers failure isolation of up to two out
of six of both types of instruments and continuous system operation
with up to three out of six failures. Furthermore, when all instru-
ments are operating, the redundancy permits cancellation of some
error sources associated with the strapdown operation.
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3.2.2 Optical Attitude Sensors (OAS)

The OAS subsystem includes both star trackers and horizon
scanners. The star tracker measurements are used to provide attitude
corrections while horizon scanner measurements are combined with
computed state vector to update the estimate of the space vehicle state.
Two two-degree of freedom gimbal systems are used to hold two star
tracker heads and two horizon scanner heads with each head mounted
rigidly with respect to others.

3.2.3 Control Moment Gyros (CMG's)

The CMG subsystem was assumed to have three two-degree of
freedom control moment gyros configured for zero net angular
momentum at gimbal nulls for purposes of accommeodating local
vertical and artificial ''g" mission modes. The subsystem is used for
attitude hold and low rate maneuvering. When the gyro gimbal output
axes have precessed away from the nominal valve, momentum dumping
or desaturation is implemented with the RCS subsystem to restore the
gimbal output axes to the vicinity of their original position,

3.2.4 Reaction Control Subsystem (RCS)

The Reaction Control Subsystemn contains sixteen (16) reaction
jets arranged in four orthogonal quad stations. The jets are arranged
to produce pure couples about the three control axes under normal
operation. The RCS is used to remove high rate transients, provide
higher attitude maneuver rates, desaturate the CMG's and provide
translation for orbital makeup/stationkeeping. A dual bi-propellant
source is available to each RCS station and the distribution is controlled
by quad valves in each propellant line. Each jet is assumed to be
locally controlled by quad valves {series-parallel) in each of the fuel
and oxidizer lines.

3.2.5 Rendezvous Sensor

The Rendezvous Sensor is used to provide on-board generated data
with respect to distant shuttle vehicles. The data generated include
range and two line-of-sight angles to the shuttle vehicle.

3.2.6 Docking Sensor

The Docking Sensor subsystem generates the necessary data for
performing control during the final phases of docking. Four sets of
docking sensors are shared among various docking ports. They provide
range and two line-of-sight angles to the shuttle vehicle.
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3.2.7 The Balance Control Subsystem

The Balance Control Subsystem will compensate for large shifts
of mass on the Space Station such as shutsle vehicle docking and undocking
or elevator or cargo motion. It is required only in the artificial "g' mode,

3.3 MISSION DESCRIPTION

The Space Station is expected to operate in a circular 200 - 300 mile
orbit of 55 degree inclination with added capability for polar orbits. The
mission can be broken down into four major phases: Prelaunch, Boost,
Orbit Injection and Orbital Coast. The on-board G&C system, after
participating in prelaunch checkout, will remain passive during launch
until the orbit has been established. All G&C functions are being con-
trolled by the booster during this phase., Immediately prior to transfer
of control, the Space Station G&C system will require activation and
checkout. After control is tranaferred, the G&C system will perform
functions of attitude control and navigation in an unmanned orbital
coast condition, References for attitude control may consist of the
initial reference upon control transfer {inertial or local level) as well
as other inertial or local level references to be executed upon sub-
sequent command. The navigation function is to perform orbit
determination in a primary role and to receive ground track update as an
incidental role. The duration of unmanned operation is expected to be
less than two days. Upon a command from an approaching Logistics
Vehicle, the Space Station will hold the commanded attitude preparatory
to docling and transition.

After manned entry to the Space Station, an interval of familiarization
and checkout will require the G&C system to perform attitude control and
navigation during orbital coast, similar to unmanned operation but with an
additional provision for manual inputs,

After the familiarization interval, the booster undergoes end-to-end
transposition under manual control. Next, the booster and Space Station
combination is deployed and spun-up with the G&C system's only
requirement during spin-up being to provide and maintain commanded
spin rate. The combination is spun for artificial "'g' assessment during
the first month of manned operation. During this time the G&C system
is to provide balance control for wobble damping, maintain commanded
spin rate (appriximately 4 RPM), and correct for spin axis precession
within prescribed limits. The G&C system is not required tc perform
navigation or state vector determination of Experiment Modules during
the artificial ""g'" period. After the combination is despun and retracted,
a zero '"'g'" configuration under manned operation will commence.
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3.3 ({continued)

The zero "g'" operation will consist of orbital coast with the G&C
system performing functions of attitude control and navigation. Attitude
reference may include local level (earth), inertial, and solar inertial.
In addition, the G&C system will perform functions of state vector
determinations of co-orbiting vehicles, calculations of transfer impulses
pursuant to rendezvous or dispatch, steering commands to incoming
vehicles during rendezvous, and translation {steering) and attitude
commands to docking vehicles. Also, the G&C system will compute and
issue stationkeeping commands to the reaction jets., Since the force
levels will be relatively small and stationkeeping may be considered
as continuous operations (being inhibited only by on-board experiments,
convenience of system momentum budgets, or convenience of orbital
angle) it is considered as a task to be performed during orbital coast
rather than defined as a separate mode.

The orbital owast phase is the phase of primary concern for this
study and is used to estimate the basic memory size, speed, and signal
interface requirements for the computer system. Furthermore, there
is no differentiation between the unmanned mode and the manned mode
for this phase since the unmanned mode is considered a subset of the
manned mode.

3.4 FUNCTIONAL REQUIREMENTS

The functional requirements imposed on the G&C computer system
are shown in the top flow diagram for the overall system mechanization -
Figure 3-2. To determine the computer requirements, detailed flow
diagrams at further levels of detail were developed to determine the
relationship between each computational subtask. Figure 3-3 presents
an example of the first level of detail for the attitude determination
function. For functions involving the SIRU, OAS, RCS and CMG's,
mechanization equations were developed for each major block of the
flow diagram and estimates were made of the number ard types of in-
structions necessary to solve each equation, For the remaining functions,
data from previous computer programs were extrapolated or new equations
were derived in cases where no previous data existed. The results were
compiled in terms of computer memory requirements (instructions,
constants, and data} and the number of times each instruction was
executed per second. The latter figure was normalized to equivalent
short instruction rates, which corresponds to a number of short instruc-
tions, such as Add, per second. A long instruction, such as Multiply, was
assumed to require twice the time for execution as compared to a short
instruction,

A brief description of the computational functions and the method of
estimnating computer requirements are described below:
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3.4.1 Attitude Determination

The prime purpose of this function is to provide the direction cosines
for attitude ~ontrol of the space station/logistics vehicle. For this study,
control was provided in both inertial and local level, The two subsystems
used in performing this function are the SIRU (Strapdown Inertial Reference
Unit) and OAS (Optical Attitude Sensor). A first level flow diagram for
attitude determination is shown in Figure 3-3, This diagram presents an
example of the first level of detail in determining the computational re-
quirements. The computer functions can be broken down into the following
major computational blocks,

Gyro filter equations

Failure detection and isolation equations
Star selection routine

Star pointing command and control

Star tracker failure detection

Direction cosine update equations
Direction cosine orthogonalization

Star tracker measurement update equations

Sl 0 A0 T

3.4.2 Navigation Determination

The purpose of this function is to estimate and update the space
station position and velocity relative to the reference system. Again,
the SIRU and OAS subsystems are used exclusively in computing these
data. It includes the following functions:

Accelerometer filter equations

Failure detection and isolation equations
Delta velocity update

Position and velocity update

Integration routines

Polynomial prediction coefficients
Horizon scanner command and control
Horizon sensor scanning angles
Measurement angle computations

State update measurement equations

-

50 0 A0 T

g
.

3.4.3 Maneuver Determination

This function generates the CMG's and/or RCS steering command
signals for attitude and/or navigation corrections. The control law
assumed for this study uses proportional plus rate and is based on the
phase plane relation to minimize limit cycling. This function provides
for various steering modes including:
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3.4.3 {continued)

a., Hold attitude (fine or coarse)

b. Low rate maneuver (employing CMGS5)
c¢. High rate maneuver (employing RCS)

d., CMG desaturation maneuver

e. Manual/automatic outer-loop commands

3.4.4 Artificial "G'" Mode

The purpose of this function is to perform both the static and
dynamic computational requirements necessary for balance control,
Balance control may be viewed in two parts as static balance and
dynamic balance. Static balance, insofar as practical, should be
viewed as a pre-spin-up activity. However, if the ''g' forces during
spin-up are conducive to static balance transfer, then static balance
may include the initial time period of spin. Static balance require-
ments could be viewed as a non-G&C system responsibility since a
diffe rent system may contain the status of housekeeping layout and the
extent of consumables. However, in the sense that minimizing static
unbalance will minimize dynamic balance requirements, there is some
justification for the G&C computer to compute static balance require-
ments. The computer requirements are estimated based on a model
utilizing the following assumptions:

a. Spin rate control, spin-up depioyment (such as cable length
control if required), and spin-down retraction control are
not considered a part of the balance system.

b. The CMG's will be used for wobble damping and other cyclic
effects,

c. The RCS will be used for long-term drift effects such as
spin-axis precessing and/or for high attitude rates.

d. A second order compensation will be considered adequate for
the dynamic conditions with associated time lags between
sensor response to torque generation as well as geometric
displacement due to spin. Although the effects will not be
comparable in all three axes, the computation requirement
may be treated similarly.

e. Five spin rate conditions will be assumed in keeping with
artificial ''g'" assessment at different levels, This assumption
will correspond to five sets of constants for compensation,
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3.4.5 CMG Steering

The function CMG Steering is mechanized using the H-vector control
law to generate the appropriate CMG torque and momentum errors for
the attitude control of the space station, and to provide for desaturation
of the gyros, This function is broken down into the following subfunctions:

a. Control mode actuation logic

b. Torque error computations

c. Momentum error computations
d. Desaturation sensitivity logic
e. Failure detection and isolation
f. Reconfiguration model and logic

3.4.6 RCS Steering

The purpose of the RCS Steering function is to provide the necessary
logic and computations to compute the torque and force commands, and the
engine valve control, and provide failure detection, isclation and recon-
figuration of the reaction control system. It is made up of the following
subfunctions:

Control mode actuation logic
Torque and/or Force computations
Engine value control logic

Failure detection

Failure isolation

Reconfiguration

RO Lo TR

3.4.7 Experiment Module Update

The purpose of this function is to provide the necessary logic and
computations to update the state vectors of the experiment modules
(2 modules plus 1 taxi), The exact mechanization for this function is
outside the scope of this study. However, for purpose of estimating,
the space station's state vector computation in combination with update
measurement squations for the rendezvous radar was used.

3.4.8 Module Dispatch

The purpcse of this function is to provide the capability to align a
simple inertia! reference on board the taxi vehicle and provide appropriate
commands to transport the experiment module to and from the space
station via the taxi. A gross estimation was made using alignment
procedure data from previous studies combined with simplified command
and control equations for a co-orbiting vehicle.
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3.4.9 Terminal Rendezvous

The purpose of this function is to compute the rendezvous radar look
angles, process the return angles, and compute the command and control
signals necessary to position the external vehicle (shuttle/taxi) in a pre-
docking stationkeeping window. Extrapolation of Apollo information and
simplified equations were used for computer requirements estimate,

3.4.10 Docking

The Docking function is mechanized to execute the necessary logic
and computations for performing the transition from rendezvous to
docking {(and vice versa), and establish appropriate monitoring to
provide six degree-of-freedom command and control necessary to
docking the external vehicle. Limited data is available on automatic
docking. Apollo docking has been manual. Some work has been per-
formed on the AAP (Apollo Applications Program) towards automatic
docking, however, no work has reportedly been done relative to AAP
computer sizing and the information is not readily available. Therefore,
in order to establish representative computer requirements, automatic
docking equations were generated based on a 6-degree of freedom
automatic docking model.

3.4.11 Computer Housekeeping
Computer housekeeping is defined as including the following functions:

Program Executive

Computer Diagnostics

Utility Routines

. Input/Output Storage and Control

Q.-OU‘ED

The estimates provided for each of these functions are based on
previously mechanized programs of comparable complexity and magnitude
(e.g., F-111 Avionics System).

The executive, as estimated, is structured to provide such functions
as power-up power-down sequence, real-time clock control, job
scheduling, transient control, etc. An estimate of 1200 words is
allocated for this function.

The estimate for performing computer diagnostics is set at 1200 words,

This estimate is considered sufficient to cover normal memory, CPU, and
1/0 type diagnostics.

3-12
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3.4.11 {continued)

The estimate for the utility package (1200 words) is slightly higher
than the normal avionics package due to an increase in additional utility
functions,

The 1/0 estimate is based on the number of signals requiring
storage not covered by the operational estimates. A typical example
is the status monitoring words associated with each of the various
subsystems and associated instructions for alerting the executive
program, Also included are the command instructions for handling
the data bus traffic. The estimate is based on previous I/O mechani-
zations which vary as a function of computer organization. The estimate
given (900 words) is considered reasonable,

3.5 COMPUTER REQUIREMENTS

The results of the central G&C computer requirements analysis are
presented in Tables 3-1 and 3-2. Table 3-1 represents computer require-
ments for a system without local processing capability at the subsystem
level while Table 3-2 represents the other extreme, where the central
processor functions have been minimized by performing as many functions
at the subsystem level as possible. For the second case, only four sub-
systems were selected as candidates for performing computations at
subsystem level and were subject to detailed analysis and trade-offs:
SIRU, OAS, RCS and CMG5s. Therefore, the computer requirements were
grouped into two categories: one category of computer functions which
could be performed at the central computer or in the subsystem itself,
which were the subject for the detailed computational allocation trade-
offs between the subsystems and the central computer complex, and the
second category of computations which were not subject to a trade-off
analysis,

The first category involves the RCS, GMCs, SIRU, and OAS sub-
systems and includes the following major functions:

Attitude Determination
Navigation Determination
Maneuver Determination
CMG Control

RCS Control

0 aan U

The remaining functions, which deal with the outer-loop command
and control requirements, are categorized as follows:

a. Experimental Space Module Updates
b. Taxi {co-orbiting shuttle} Alignment
¢. Terminal Rendezvous

d. Docking

e. Balance Control
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3.5 {continued)

The computer requirements for the functions performed in the first
category are 17,400 words of memory and 814, 800 equivalent short
operations per second,

The requirements for the category two functions are 21, 200 words
of memory and 79, 200 short operations per second. The requirements listed
as background in Table 3-1 are compnutations scheduled at intervals much
greater than once per second (e.g., once every 1000 seconds)., A design
allowance for performing these functions and for non-periodic functions
such as rendezvous and docking is estimated for background operations.
Typical background computations include, for example, star selection,
star pointing, star tracker failure detection, direction cosine orthogon-
alization and attitude update. The twenty percent duty cycle allowance is
also intended to accommodate reconfiguration functions which are
exercised only in case of a computer failure.

The estimated computational requirements for the case having
maximum preprocessing at the subsystem level are given in Table 3-2.
In this case, only those functions dealing explicitly with the SIRU, OAS,
CMG5L and RCS are examined, with the carry-over of requirements from
Table 3-1 for the remaining functions. It must be noted that in providing
this estimate, little consideration is given here with respect to the
computer size and/or speed necessary at the subsystem level to arrive
at these values. Such considerations are presented in the following
section. The estimates provided in Table 3-2 are 7,100 words of memory
storage and 263, 800 short operations per second. This means that by
preprocessing at subsystem level for the four specific subsystems investi-
gated, the central computer requirements can be reduced by 10, 300 words
of memory and 604, 000 equivalent short operations. The significant
reduction in requirements is the effective reduction of speed to the level
where it is well within the state-of-the art of aerospace computer
technology. The reduction in memory capacity at the central computer
will become more significant when one considers the fact that the central
computer complex will be mechanized with redundant computers, while
at the subsystem level the degree of computer redundancy might be lower
than at the central processor.

3.6 COMPUTATIONAL ALLOCATICN TRADE-OFFS

The objective of the computational allocation trade-offs was to deter-
mine the best allocation of computations between the central G&C computer
system and local processors dedicated to the following subsystems: SIRU,
OAS, RCS and CMG's., The local processor appears to perform certain
functions better than the central processor. For example, such items as
signal formatting, data reduction, self-test and performance monitoring
can reduce the complexity of this central computer, reduce I/O bus data
rates, and offer better subsystem isolation such that subsystem changes
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TABLE 3-1

ESTIMATED COMPUTER REQUIREMENTS
MINIMUM PREPROCESSING

Equivalent
Short
Iteration Operations
Storage Rate Per S:acond
Program Module Requirements No./Sec %10
1. Attitude Determination 3,400 100 320
2. Navigation Determination 4,100 100 170
3. Maneuver Determination 1, 100 20/200 60,8
4, CMG Control 3,100 20 64
5. RCS Control 5,700 10/200 200
Subtotal 17,400 814.8
6. Exp. Module Update 4,000
7. Taxi Module Align 1, 000 20
8. Rendezvous 3,000 i
9. " Docking 2,200 20 41.8
10. Balance Control 6,500 20
11. Executive 1,200 13.2
12. Diagnostics 1,200 12. 2
13. Utility Routines 1,200 -
14. 1/0 Control 900 12
Subtotal 2 21,200 79.2
Subtotal 1 17,400 814.8
i5. Background - % 120
Total 38,600 1014. 6

* Storage requirement included with
other (1-14) tabulation.
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TABLE 3-2

ESTIMATED COMPUTER REQUIREMENTS
MAXIMUM PREPROCESSING

Equivalent
Short
Iteration Operations
Storage Rate Per Second
Program Module Requirements  No./Sec x10°~
i. Attitude Determination 2,100 100 130
Z. Navigation Determination 2,900 100 40
3. Maneuver Determination 1,100 20/200 60.8
4, CMG Control 400 20 8
5. RCS Control 600 10/200 25
Subtotal 1 7,100 263.8
6-14, Subtotal 2 21,200 79.2
15. Background - 67
Total 28,300 410.0
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3.6 (continued) will result in no or minimum changes in the central
computer software. In the previous section, the computational tasks

which could be subject to allocation trade -offs were identified and

grouped into category 1. This trade-off phase was concerned with the
problem ¢l dstermining the best split of these tasks between the central
processor and the local processor dedicated to each of the four subsystems.

The following objectives and criteria were established for performing
these trade -offs,

1. Minimization of hardware complexity.

2. Minimization of I/0O data rates.

3 Minimization of management interface affecting:

(a) Number of interface signals

{b) Technical data exchange

Minimization of central computer load

Maximum reliability

Maximization of programming efficiency including impact
of program changes,

(o200 - 3

The computational blocks which could be located either in the local
processor or the central computer were listed and were grouped in such
a way that they were consistent with the basic objectives of the study,
The requirements for the local processor were then determined in terms
of memeoery (both read-only memory for program storage and constants,
and read-write memory for data and variables), speed (equivalent short
operations per second), I/O bus data rate (number of 16 bit words/sec.),
and number of interface signals (data control commands, discretes, etc.).
The computational allocation was then selected that satisfied best the
evaluation criteria,

3.6.1 CMG's and RCS Trade-Offs

The computational requirements estimate for the CMG's was conducted
in accordance with the H-vector control law, Failure detection and re-
configuration was based on comparing measurement data of 30 signals
against the response of a simulated model subjected to the same input
error signals. The technique was based on the capability to reset the
model on desaturation of the CMG's, respectively, thus always having
a base reference to reset the open-loop model. The RCS configuration
consisted of four {4) engine stations having four (4) bi-directional
engines per station. Failure and isolation was implemented by monitoring
transducers (pressure and temperature) strategically located in the dual
redundant bi-propellant fuel lines, across the quad-redundant control
valves, and on the engines themselves. Both subsystems, as previously
mentioned, have their associated computation requirements divided
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3.6.1 {(continued) into six major computational program modules as
listed:

CMG's RCS
A Control Mode Detection Control Mode Detection
B Torque Error Computation Torque/Force Computation
C Momentum Error Computation Engine Valve Control
D Desaturation (Momentum Dump) Failure Detection
E Failure Detection & Isolation Failure Isolation
F Reconfiguration Reconfiguration

Ten (10) different combinations of these modules from maximum to
minimum were evaluated for both subsystems respectively. Of the ten
different cases, six {6) each are selected for discussion here,

3.6.1,1 CMG's - The amount of preprocessing estimated for the CMG's,
Figure 3-4, does not impose any real stringent requirement if all of the
processing were performed at either the subsystem level or in the central
processor. However, in viewing the criteria of minimizing the load on

the central computer and minimizing management interface, processing at
the local level is recommended. In allocating the most optimum split and

in keeping with the trade-off criteria (minimum I/O data rates and number of

data signals) the suggested split is the allocation configuration given for
case 3, where:

Allocation Computational Program Modules
Configuration Performed at Subsystem Level

1 None

2 A, B,C,D,E, F

3 C,D,E, F

4 D, E, F

5 E, F

6 E

3.6.1.2 RCS - The allocation configurations evaluated for the RCS are
given in Figure 3-5, However, the requirements estimated and presented
in this figure represent an LP (Local Processor) configuration having
triple redundancy and servicing all four stations. In this configuration,
the requirements are considered to be a maximum and relatively
stringent on the local processor. However, based on the same

attributes given for the CMG's, case three is recommended as the
optimum split, where:
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3.6,1.2 (continued)

Allocation Computational Modules
Configuration Performed at Subsystem Level

1 None

2 A B,C, D, E, F

3 C, D, E, F

4 D, E, F

5 C, D, E

6 D, E

A second LP configuration (3A) became very attractive and was
evaluated later in the study. This configuration consisted of dual LP's
located at each engine station., In this configuration, the requirements
imposed on the LLP were reduced significantly in the area of memory and
speed,especially (See Figure 3-5). The reduction is attributed to the
distribution of failure detection and reconfiguration requirements over
four (4) separate LP configurations, This configuration is much more
desirable in that it reduces the LP requirements to be within those
specitied for the CMG's (commonality), and from the aspect of having
the computers located near each engine station., That is, the engine
stations are separated by many feet and would need long leads or a
sophisticated sub-multiplexing system for data transfer between station
electronics and the centrally located LP complex.

The recommended configuration and allocation split is still in con-
formance with case 3 above. This allocation offers the same attributes
previously discussed with an even greater magnitude. A larger number
of the data signals (152) estimated,represent failure and reconfiguration
flags (discrete signals) and are anticipated as a requirement for on-
board checkout recording where processing is performed at the subsystem
level. The data rates and data signals are somewhat higher when con-
sidering four LP locations as opposed to one,

3.6.2 SIRU and OAS Trade-Offs

The computational requirements estimated for the SIRU and OAS,
center around performing the inner-loop attitude control functions and the
outer -loop guidance/navigation functions. For the candidate systems
specified, the following computation modules were selected as appropriate
break points in the various computations for allocation trade -offs,
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3.6.2 (continued)
SIRU

Filter Instrument Outputs

Failure Detection and Transformation to Body Coordinates
Direction Cosine Matrix Update

Direction Cosine Orthogonalization

Generation of Attitude Error Signals

° -

HoOw»

OAS

Failure Detection

Compute Horizon Sensor Scanning Angles

Process Measured Data

Compute Horizon Sensor Pointing Angles and Rates
Compute Star Tracker Pointing Angles and Rates
Make Star Selection

°

HEYOW >

A basic ground rule in making these allocations was to assign to the
central computer those computations that are independent of data from
the subsystems and/or computations that involve onhe or more
sensors. And in keeping with this rule, the following computations are
explicitly assigned to the central computer:

1. Attitude Update Using Star Tracker Data

2, Integrated Position and Velocity

3. Position and Velocity Update from Horizon Measurement
4., Maneuver Determination

The trade -offs for both subsystems involved sequentially cascading
each of the modules into the LP and accumulating the memory and speed
requirements and defining the interface for each module.

3.6.2.1 SIRU - The requirements withrespect to minimum preprocessing
at the subsystem level, as shown in Figure 3-6, involves only the data rate
and data signal requirements necessary to perform the computations in the
central computer. In this configuration, it is recommended, however, to
accumulate the foregoing pulses at the subsystem level for an obvious
reduction in the data rates. That is, the 10 kc.accelerometer pulses

should be accumulated and transmitted at the update rate commensurate
with the direction cosines (specified at 100 times/sec. per this study).

For the case where maximum processing is performed at the sub-
system level, configuration 6, the speed requirement is approaching the
state -of-the-art. The major contributing factor for the excessive speed
requirement is the 100 times per second update rate assumed for this
study. An analysis, although very limited, indicates that an update rate
of ten (10) times per second in the case of the space station environment
would be more than adequate for both the inner and outer-loop control,
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3,6.2.1 (continued) For this reason, along with the above mentioned
attributes, the recormmmended computational allocation is configura-

tion 5 which includes all but one of the five program modules given,

where:

Allocation Computational Program Modules

Configuration Performed at Subsystem Level

1 None

2 A

3 A, B

4 A, B, C

5 A, B, C, D

6 A, B, C, D, E

Generation of the attitude error signals, program module E,
is recommended as being performed in the central computer, The
argument here is that the error signal outputs are required for CMG
and RCS actuation commands and effectively come under the basic
ground rule of two or more subsystem involvement. If the update rate
were reduced from 100 to 10 times per second, the LP configuration
recommended, Case 6, would fall into or below the same class of LP
recommended for the CMG's and RCS. In any case, a minimum
reduction of two to one for the update rate is recommended based on the
analysis performed under this study. The attributes concerning the
recommended case are typical of those given for the CMG's. That is,
subcontractor isolation, ease of subsystem buy-off at subcontractor's
facility, minimum total system integration problems, and process
designing amenable to the subsystem redundancy.

3.6.2.2 OAS - The system mechanization employed in this study
requires measurement data from both the star tracker and horizon

scanner at nominally very slow rates (on the order of once eery 100 seconds
and greater). Consequently, recommending the use of local processing is
totally based on reduction of management interface and failure detection
and isolation at the subsystem level, Figure 3-7 presents the results for
the cases evaluated under this study, In any event, Case 7 is suggested

as an optimum split relative to unloading the central computer and re-
ducing management interface, where:
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3.6.2.2 {continued)

Allocation Computational Modules
Configuration Performed at Subsystem Level

1 None

2

3 A, B

4 A, B, C

5 A, B, C, D

6 A, B, C, D, E

7 A, B, C, D, E, F

3.7 SUMMARY AND CONCLUSIONS

The foregoing analysis indicates that the central G&C computer re-
quirements can be reduced to a level where they are within the state-of-
the -art of present aerospace computer technology by employing local
processors in subsystems., By allocating the computations, as shown in
Fig. 8, the central computer complex will require as a minimum 29, 600
words of memory and be capable of executing 500, 000 operations per
second with the recommended computational allocation. The data rate
requirement for the I/O data bus is reduced to approximately 88, 000 bits
per second. This figure represents only the actual data transmitted and
does not include any overhead such as control, address and error detection
and/or correction bits., A standardized local processor design with
functional characteristics shown in Table 3-3 can satisfy the preprocessing
requirements of the subsystems investigated without resulting in a pro-
liferation of on-board computer systems and excessive development costs,
The local processor can be mechanized with state -of-the-art LSI technology

and would introduce no significant size, weight and power penalties in the
overall G&C system.

The approach offers several advatages over conventional centralized
computer organizations presently employed in aircraft avionics systems:

1. Reduction of Development Risk. The requirements can be met by
state-of-the -art computer technology of moderate speed and
mermory capacity.

Z. Management Interface Clarity. The sybsystem interfaces are
reduced to a level where they can be explicitly defined early
in the program. Subsystem checkout and sell-off is greatly
simplified by this approach.
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CENTRAL COMPUTER COMPLEX

RENDEZVOUS
DOCKING

DIAGNOSTICS

ALy IUDE UPDATE USING STAR TRACKER DATA
INTEGRATED POSITION AND VELOCITY
POSITION AND VELOCITY UPDATE
MANEUVER DETERMINATION

GENERATION OF ATTITUDE ERROR SIGNALS
CMG CONTROL MODE DETECTION

RCS CONTROL MODE DETECTION

RCS TORQUE COMPUTATION

CMG TORQUE ERROR COMPUTATION
EXPERIMENT MODULE UPDATE

TAXI MODULE ALIGN

BALANCE CONTROL
EXECUTIVE AND I/O CONTROL

SIRU

FILTER INSTRUMENT OUTPUTS

FAULURE DETECTION

TRANSFORMATION TO BODY COORDINATES
DIRECTION COSINE MATRIX UPDATE
DIRECTION COSINE ORTHAGONALIZATION

CMG

'MOMENTUM ERROR COMPUTA TION

DESATURATION
FAILURE DETECTION AND ISOLATION
RECONFIGURATION

OAS

FAILURE DETEC TION

CONPUTE HORIZON SENSOR SCANNING ANGLES
PROCLESS MEASURED DATA

HORIZON SENSCR POINTING ANGLES AND RATES
STAR TRACKER POINTING ANGLES AND RATES
MAKE STAR SELLCTION

RCS

ENGINE VALVE CONTROL
FAILURE DETECTION
FAILURE ISOLATION
RECONCIGURATION

FIGURE 3-8. RECOMMENDED COMPUTATIONAL ALLOCATION
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3.7 (continued)

3.

Reduced Data Bus Rates. The traffic on the data bus is
greatly reduced. A bus system designed for 1 MHz data

rate can adequately handle any overhead and expected growth
requirements.

Reduced Development Cost. Standard local processor design
will reduce or eliminate requirements for any special purpose
logic required at the subsystem level.

Flexibility. Most subsystem hardware changes can be absorbed
by the local processor programs and will not reflect back into
the central computer programs.

Growth Potential. The system can be expanded easily by adding
more local processors.

Programming Ease. The subsystem supplier can program his
own local processor, since he is most familiar with the computer
requirements at that level and will be able to handle subsystem
changes at minimum cost.

TABLE 3-3

LOCAL PROCESSOR FUNCTIONAL REQUIREMENTS

Word Length 16 bits
Memory
(Read Only) 4096 words
(Read/Write) 512 to 1024 words
Speed
Add Time 2.5 psec.
Multiply Time 10 jpsec.
Instruction Set ~Conventional plus double

precision add, subtract,
store, fetch
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4.0 DEFINITION OF CANDIDATE COMPUTERS

The objective of task 4 was to arrive at a set of candidate computers
capable of meeting the Reconfigurable G&C Computer requirements and
provide data on the set of candidates suitable for performing an evaluation
to select the preferred candidate, The most important requirement placed
on the Reconfigurable G&C Computer is the reliability or failure tolerance
criterion, namely the fail op-fail op-fail safe (FOOS) requirements, This
requires that the first two failures be tolerated so that the system remains
operational and that the third failure be tolerated so that the system re-
mains safe,

First, the basic approaches to meeting the FOOS requirement will be
discussed followed by the development of computer system concepts to
satisfy the FOOS requirement. Finally the definition of candidate com-~
puters along with quantitative data will be presented.

4.1 INVESTIGATION OF FAILURE TOLERANCE REQUIREMENTS
4.1,1 Introductinn

This task was initiated by conducting a survey of past activity related
to redundancy and reliable computer design, Most of the work to date has
concentrated on the treatment of single failures or a limited number of
multiple failures, (Reference 4-1 contains an excellent survey of the
subject matter}) Further, due to this concentration much of the activity
is not upplicable to modern LSI semiconductor technology. The fail op -
fail op - fail safe reliability requirement imposes stringent requirements
on the redundancy schemes to be considered in the study. It requires
that the failure detection schemes provide 100 percent probability of
failure detection and whatever switching scheme is proposed for recon-
figuration be 100 percent effective; in other words, failure is tolerated.

In order to proceed with task 4 in a meaningful manner it was necessary
to provide a thorough definition of the reliability requirements on the com-
puter system. The next section presents these definitions, Investigation
of approaches to meet the requirements led to the evaluation of some basic
redundancy schemes; these are also presented below,

4.1.2 Reliability Requirements

4,.1,2.1 Definition of Failure - The type of failures that are considered
for the fail op - fail op - fail safe criterion is defined as a '"module"

being a single failure. A module's capability is varied in this study,
spanning the spectrum from a single computer to a memory, I/0 unit, etc.,
and to byte size sections of a memory. It'is apparent when considering

the nature of electronic equipment that this is the only reasonable assump-
tion, This equipment is typically constructed from integrated circuits,
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4.1.2.1 {continued)- some discrete components, some form of inter-
connect board (multilayer, or printed circuit), and some form of
interconnect between boards. A single failure event may take place
within an integrated circuit and not cause another component to fail,
or on the other extreme a single failure event may take place in an
interconnect board (e.g., shorting two planes) appearing as if a
multitude of individual components {e.g., integrated circuits) failed.

Therefore, a single failure is treated as a worst case condition
that an entire module has failed where the module typically has the
capability noted above. A single failure is also defined as being
independent of other single failures. That is, one module having
failed will not result in the failure of another module. This is the
key to defining a single failure and the module size, It is apparent
that 2 module must be considered on a reasonable scale such as central
processor unit. This also imposes special design considerations on the
interface of various modules in the computer system such that the single
failures are truly independent.

This definition of a single failure is highly critical to the direction
of the study because of two factors: (1) the fail op - fail op - fail safe
requirement implies that all failures be treated, and (2) all practical
failure detection techniques assume one or some bounded number of
single failures that are independent of other single failures.

Having defined what constitutes a single failure, the study may then
proceed in an orderly manner to meet the reliability requirements.
- Failures such as a meteorite destroying the computer are not defined as
a single failure if they affect more than one module. These types of
failures that result in multiple failures by the definition above are not
to be considered in meeting the fail op - fail op - fail safe requirement.
However, as a ground rule the computer system design is based on the
assumption that the computer system must be split among two compart-
ments of the spacecraft. This affords some failure tolerance of catas-
trophic type events that can result in multiple failures,

4.1.2.2 Failure Tolerance - The computer system is designed to
tolerate failures in a fail op - fail op - fail satfe manner. FEach fail is
defined as a single failure for the purpose of this study. This also leads
to the consideration of time between failures. It is assumed in the study
that two or more single failures do not occur simultaneously and are
spaced by minimum time intervals of approximately one second. This
definition is intended to exclude, for design purposes, single failures

that randomly may occur nearly simultaneously (milliseconds) while
including single failures that may occur within several seconds and longer.
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4,1.2.2 (continued)

Fail is also defined to include all possible modes of a single failure.
That is 100 percent failure detection is required for a module. This is
intended to include both permanent and transient failures.

Fail op is defined as operationally performing the critical computations
after any failure. Two variables may be considered at this point: (1) The
time allowed between the occurrence of a failure and becoming operational
again, and (2) the amount of the total computations that are considered
critical with regards to the fail op criterion. With respect to the first
variable, it is assumed that the time to be operational after a failure
occurs is somewhat less than one second, i.e., the switching time must
be very short. This time is also expected to depend on the phase of the
mission and the nature of the critical computations; the switching time
defined above is expected to be a worst case condition, With regards to
the second variable, the percentage of computations that are considered
critical, it is expected to depend strongly on the phase of the mission,

It is assumed that this may vary from the entire computational load to
a very small percentage of the load.

Fail safe has been defined to include a confidence level for rapid re-
configuration. Fail safe requires that upon the occurrence of any failure,
it be detected,and the reconfiguration be rapid for most £ailures (Ref, 4-2).
Reconfiguration for fail safe requires that only a portion of the computa-
tional capability required for all the critical computations be properly
operating after a failure. In other words, degraded modes are acceptable
for fail safe operation. The exact percentage of the total requirement
that may be considered fail safe has not been specified. The time allowed
to be properly operating in a fail safe mode, after the occurrence of a
failure, is the same as in the fail op case (typically, milliseconds) for
most of the failures (nominally, this has been set at 95%). The goal is
to be properly operating after all the failures; however, for the remaining
5% (approximately) that are not reconfigured rapidly, more time may be
taken to reconfigure.

4.1.3 Computer Organization Considerations

4.1.3.1 Impact of Basic Requirements - The reliability requirements
defined in the previous section were evaluated with regards tc computer
organizations. Figure 4-1 contains a chart illustrating some of the effects
of the requirements on the approaches to computer organizations., The
failure definition and failure tolerance requirements have been discussed
above. These requirements lead to treating two cases: fail op- fail op -
fail safe (FOOS) and non-critical failure tolerance (where a probability
may apply).
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4.1.3.1 (continued} -

To meet the FOOS requirement the approach taken to failure detection
and reconfiguration must provide a probability of failure detection of 1.0,
a reconfiguration time that is less than one second, and a probability
of success ! veconfiguration of 1:0. For all practical purposes this
requires that the failure detection be accomplished external to a2 module,
Schemes that employ hardware redundancy and/or software self test
routines internal to a module for purposes of self failure detection cannot
be relied upon to provide detection for all possible failure modes of a
module, (Most past studies relied on one or both of these techniques,
Ref. 4-3 thru 4-9, and are therefore not applicable).

This leads to massive redundancy to accomplish detection, i.e.,
modules are replicated to detect failures by comparison of redundant
output signals. Two schemes to accomplish this are indicated in
Figure 4-1, namely, static and dynamic. The former employs voting
techniques and the latter duplicate comparison for failure detection.
Voting requires a majority to make a decision, ie, two out of three,
three out of five, etc. It provides for detection by a majority vote with
reconfiguration inherent in the voting process. Duplicate comparison
techniques employ a comparison of the outputs of two modules, if they
disagree, the discrepancy provides failure detection. To meet the rapid
reconfiguration time, this disagreement detection is then used {o auto-
matically switch in a third module. Of course, enough modules must be
provided to handle three failures as dictated by the FOOS requirement,

As indicated in Figure 4-1 codes may also be used to meet the FOOS
requirement. Codes may be used for the failure detection mechanism;
however, replication is required to provide a spare module for automatic
switching in order to accomplish reconfiguration. The use of coding may
have some merit for failure detection in modules such as memories and
will be discussed in more detail later in this section,

The alternate failure tolerance requirement is for non-critical failure
tolerance as shown in Figure 4-1, As discussed in the previous section,
it is expected that the failure tolerance requirements will actually vary
during the mission depending upon the mission phase and functions being
performed, ranging from practically all fail op to practically non-critical.
Failure detection for non-critical failure tolerance is dependent on two
additional parameters: speed and coverage. On one extreme is the need
for rapid failure detection (perhaps as fast as for the fail op case) for
all failures and on the other extreme is the allowance for delayed failure
detection or less than 160% failure detection with a rapid detection time,
If rapid failure detection is required, then the speed for reconfiguration
must also be considered. Again, reconfiguration could be rapid or delayed.
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4.1.3.1 {continued} --

Rapid reconfiguration with 100% detection begins to merge into the
requirements of the fail op case as indicated in Figure 4-1, Delayed
reconfiguration allows duplication to be used for detection and subsequent
isolation at a later time to decide which of the two modules failed.

Considering the situation where detection may be delayed or less
than 100% failure dete ction coverage is required, opens up many possi-
bilities to detection and reconfiguration. It should be noted here that
the percentage of failure coverage is an extremely difficult topic to
evaluate, While a failure detection method may provide a percentage
coverage of 95%, this applies while the detection scheme is being used.
If the failure is not detected by the test method, it may very well be
detected at some later time as the outputs of the failed module are used
as inputs to some other system. In other words as time increases, the
probability of the failure being detected will approach 1.0 . There are
many software and hardware techniques that may be applied to detect
failures under these requirements; as indicated in Figure 4-1, parity,
codes, and software test routines are just some of the methods available,
Reconfiguration may also be accomplished with a combination of hardware
and software techniques employing isolation, switching and reinitializing
of modules (Ref, 4-3 thru 4-9 employ many of these techniques).

The intent of Figure 4-11is to provide an overview of the approaches
to computer organization, from a redundancy viewpoint, that may be
taken depending on the failure tolerance, failure detection and failure
reconfiguration requirements imposed on the computer system. It is
expected that a mix of most of the various requirements depicted in
Figure 4-1 will be imposed on the computer system under study.

The fail op requirement will be discussed below with reference to
the voting, duplication, and coding methods, indicated in Figure 4-1,
that may be used to satisfy this requirement. Since the fail op is the
pacing requirement, fail safe will be treated as a subset of it.

4.1.3.2 Application of Basic Approaches - The voting and duplication
methods are applied in Figure 4-2 for the case where a module is a
single computer and one module is required for the total computational
load. A non-adaptive voting organization requires five (5) modules to
meet the FO FO requirement, The modules C, through C5 are each
assigned the same computational job and the majority votér performs a
3 out of 5 vote on the outputs. The organization can tolerate any two
module failures and continue operating (in fact, at full capability after
the second failure). Fail safe cannot rely on using the voter unless a
total of seven (7) modules are provided.

4-6
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4.1,3.2 {(continued) -

The majority voter, of course, must be made redundant so that it
will withstand the required number of failures and continue to operate.
In fact, this redundancy should be carried to the output interface. Simply
providing one output interface will in most likelihood result in a single
point of failure, Preliminary evaluation indicates four or five output
interfaces are required at a minimum. It should be noted here that it is
possible to carry this concept further and consider the majority voting
function external to the computer system. Then the computer organization
reduces to a set of computers operating in parallel. It is not the intent,
at this point, to discuss the voting or interface mechanization in detail
but simply to point out the modular structure of the different organizations.
(Section 4,2 will treat this topic in detail,

The adaptive voting organization shown in Figure 4-2 requires four (4)
of the same computer modules used in the above case (1 less) The difference
in this organization is that the majority voter is a two out of three voter
with four (4) inputs. This requires that the voter be adaptive in the sense
that it recognizes a discrepancy in one of the three inputs it is voting on and
disregards that input from then on. Another module is then used for the
third input to be voted on. Again, two module failures may be tolerated.

At a slight increase in complexity of the voter, one of the five modules in
the non-adaptive case have been eliminated.

A non-adaptive duplication organization is shown in Figure 4-2. As in
the non-adaptive voting case, five of the same modules are required. The
boxes labeled DD are disagreement detectors, which simply do a comparison
of the outputs from a pair of modules. Two such disagreement detectors are
required. A discrepancy indicates failure in one of two modules, isolation
to a module is not provided; the correct outputs are obtained from a pair of
modules with no disagreement detected. In the case of both pairs of modules
having failed, the module C5 provides the correct output.

This duplication concept may be extended to an adaptive case in which
(4) modules are used as shown in Figure 4-2, The disagreement detector in
this case detects a disagreement between a pair of modules and then uses
another module to provide the correct output signals as in the non-adaptive
case above., The detector subsequently isolates the failure to one of the
pair of modules by comparing each module of the failed pair to the current
pair of operating modules, The good module of the failed pair may then
be used as a spare module to back up further failures. It should be noted
the above voting and duplication schemes solve the fail op - fail op case.
The fail safe requirement can be satisfied with no increase in the number
of modules for the adaptive cases. For the non-adaptive cases one more
module may be required to satisfy fail safe operation.

The module size in the above cases was considered to be a single
computer. A module may alsoc be mechanized at a lower level, for
example; memory (M), arithmetic processor (P), and input/output pro-
cessor {I/O) modules may be considered. In addition, the individual
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4.1.3.2 (continued) - capability of these modules could be varied.

In each case, at this lower level of modularity, the organization to meet
the FOOS requirement will assume the same structures as given in
Figure 4-2. As an example, Figure 4-3 indicates the required structure
where three modules are used, M, P and I/0O. This example assumes
that the capability of each module is such that, one of each type is suf-
ficient to handle the total computational load (same assumption as in
Figure 4-2). It is seen that the same structure as required in Figure 4-2
is used here. As mentioned previously, the voters of course must be
redundant. Many possibilities exist in the design of the voters; for
example; voting on inputs or voting on outputs. It is not the intent at this
time to consider the voters in detail but merely to indicate the structure
of the modules to meet the FOOS requirement. (the next section dis-
cusses the problems of voting)

The above schemes may be considered to be more or less massive
redundancy since they require at least duplication of a module to detect
failures. There is another approach that may be considered for failure
detection which is in a different direction than the massive redundancy
apprcach. The detection scheme involves the use of checking codes,
e.g., residue codes, It has application to modules such as a memory
and is depicted in Figure 4-4. The memory system in this figure is
divided up into a set of byte modules. Each byte represents a portion
of a word from memory. In the example, four bytes represent the
memory word. If the word length is 32 bits, each byte would represent
an 8 kit "'slice' of the memory. Each byte is also mechanized by a
module. The code used for checking is also mechanized in a module,
For each word stored in memory a code is also stored, therefore,
all modules operate in parallel when reading or writing in the memory
system. A code checker monitors the output from the memory system.
The checking code can be designed to provide failure detection for any
failure mode of one module. It will provide this detection with much
less than a complete duplication of hardware. As indicated in Figure 4-4,
spare modules (bytes) may be used to replace the failed modules. The
code checker itself must be redundant so that it does not compromise the
system. Further, a complete replication of this memory system must
also be provided as shown in Figure 4-4 in order to accomplish recon-
figuration. The memory system with code checking is self-failure
detecting; once the failure is detected another replicated system must
be turned to in order to provide a correctly operating system. Therefore,
from a failure detection standpoint, this approach has some merits;
however, reconfiguration requires that massive redundancy be resorted
to such as duplication,

It must be recognized that some form of the structures presented

above must be presentin any of the candidate organizations in order to
meet any FOOS requirements,

4-9
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4,1,3.2 (continued) - From the present investigation voting and dupli-
cation appear to be the only reasonable solutions to meeting the FOOS
requirement. Further, the adaptive case has the most appeal since it
can meet both the fail op - fail op and the fail safe requirement with four
(4) modules,

4.2 DEVELOPMENT OF COMPUTER SYSTEM CONCEPTS
4,2,1 Introduction

In the previous section it was found that a minimum level of redundancy
of four using adaptive voting or disagreement detection is required to meet
the FOOS requirements. Somewhere in the G&C system, the level of
redundancy may be less than four. In this case, one is faced with transit-
ioning a boundary of a higher level of redundancy to a lower level,
Particular attention must be paid to such a transition in order to prevent
severe over-designs or under-designs with regard to redundancy and
failure tolerance. The FOOS boundary, insofar as the G&C computer
system is concerned which requires a level of redundancy of four, extends
up to the point of interface with the subsystems (LP's). Thatis, it includes
the computer system and the bus system. The level of redundancy at the
subsystem side of the boundary will depend on the particular mechanization
of the subsystem and its functional interrelation with other subsystems,

Since the key to meeting the FOOS requirement is massive redundancy
( 4) with some form of a decision process (voting or disagreement de-
tection), a good deal of attention was focused on this topic to define the
computer system concepts. A straight-forward and simple attempt at a
solution would be to simply provide four single computers providing four
busses to the subsystems and require the subsystem to perform an
adaptive majority vote, Bven a simple approach such as this has problems
as will be discussed below. There are many approaches as will be dis-
cussed below, primarily involving the method of interconnections and the
way the decision processes (hereafter referred to as ''voting') are implemented.

4,2.2 Definition of System Concepts

4.2.2.1 Introduction - Three computer/bus configurations and three
bus/LP configurations have been defined as representing a large class of
possibilities in design of the system concepts, these form a set of nine
basic system concepts. It is not the intent to necessarily restrict the
final system configuration to one of the nine candidates, The candidates
have been chosen simply to provide an organized approach to evaluation
of the system.

4-12
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4,2.2.2 Ground Rules - The following ground rules were established
for the definition and evaluation of the candidate system concepts:

1,

10,

The computer system will consist of four (4) separate units and
will interface with four (4) data busses, Further bus and/or
computer module redundancy will be considered independently.

All candidate systems will be designed to interface with sub-
systems whose redundancy requirements dictate from one (1)
to four {(4) LP's,

Subsystem failures on a function basis shall not cause computer
system failures (real or apparent) which would be counted in

the three failure survivability criteria imposed on the computer -
system,

The central computers in the candidate systems will be pictured
as self-contained, independent units. However, in subsequent
sections, module level reconfiguration capability will be
considered,

Candidates will be described only up to the LP interface. LP to
subsystem interconnection will be treated separately,

Computational requirements for a given subsystem will vary in
criticality and hence, in redundancy requirements and allowable
reconfiguration time, from highly critical to non-critical. For
study purposes, these categories of criticality have been
identified:

a. No interruption of output data is permitted.
b. Interruption is permitted for periods less than 5 cycles,
c. Interruption is permitted for extended periods.

The "Ten Pin Rule' will apply. As currently defined, this limits
the number of interconnections between modules to 50 pins
maximum, Configurations resulting in 50 to 200 interconnections
may be considered but are undesirable,

The computer system will be physically -split into two separate
compartments. Communication between the compartments will
be primarily on the bus and communication at memory cycle
speeds would appear to be unfeasible.

Majority vdting and/or comparison on computer outputs will be
utilized for failure detection.

All communication on the busses is initiated by the computer
system, i.e,, input from a LP only occurs as a result of a
request from the computer system,
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4,2.2.3 System Configurations - The three computer/bus configurations
are shown in Figure 4-5 and called candidates 1, 2 and 3. The three bus/LP
configurations are shown in Figure 4-6 and called candidates A, B and C.
The characteristics of these are summarized below:

Candidate 1 - Each of the four busses is dedicated to one of the four
computing units. LP participation in voting is implied since the only
data path between computers is through LP's,

Candidate 2 - Each computer can transmit on only one bus but can receive
information from all busses. A level of voting is possible at the computer/
bus interface without LP participation,

Candidate 3 - All computing units can both transmit and receive on all
busses. Some type of switching and/or voting function is implied at each
bus terminal.

Candidate A - Each LP is connected to only one bus, Any subsystem level
voting required must be accomplished beyond the LP's,

Candidate B - Each LP is connected to all four busses, Some level of
voting /switching in the LP is implied.

Candidate C - LP's are selectively connected to from 1 to 4 busses.
Voting function at L¥'s would vary from subsystem to subsystem,

4.3 INVESTIGATION OF SYSTEM CONCEPTS

The system concepts defined above were subject to an investigation
fran an operational, software, and hardware standpoint. This section
presents the results of this investigation,

4.3.1 Assumptions

4,.3.1.1 Software - For purposes of this study the anticipated require-
ments have been categorized in a general sense., The following
definitions were applied:

Critical Function or Computation - The software routine(s)
necessary to perform the computations for a given system function
without regard to redundancy. The total of all critical functions
equals the operational requirements where the term '""operational”
is used as in fail-operational.

Non-critical Function or Computation - The software routine(s)
necessary to perform a function which may be required of the
computer system but which is not part of the operational require-
ment and hence need not survive computer failures., These include
such ""background' functions as may be interrupted or discontinued
if sufficient computational capability is not available due to failures
or an extremely high load of critical computations,

4-14
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4.3.1.1 {continued) -

Critical functions are further categorized according to the sensitivity
of the external subsystems to errors or gaps in the output data from the
function,

Three levels of error sensitivity have been defined. Note that a
given function may be placed in different levels dependent on the overall
system mode and/or external conditions.

Error Sensitivity Level 1: This level allows interruption and/or
errors in computational output data for extended periods of time,
possibly until manual repair or intervention is accomplished.

This implies that either the function is non-essential or errors

in its operation can be readily detected and circumvented external
to the computer system (by an operator, for instance). In the latter
case, when the computer system is informed of the error, it would
attempt reconfiguration. Computations which fall into this category
may be singly computed and will be referred to as having a
redundancy requirement of one or as Rl functions.

Error Sensitivity Level 2: This level allows interruption (but not
errors) in the computational output data for periods not exceeding

5 or 6 update cycles. Computations in this category must be at

least doubly computed to allow output comparison and hence failure
detection., Reconfiguration time for these functions must obviously

be iess than the 5 or 6 cycles specified, These functions have a
redundancy requirement of two and will be referred to as R2 functions.

Error Sensitivity lL.evel 3: This level allows no interruption or errors
in computational output data, Computations in this category must be
at least triply computed in order that output voting can be performed
to detect and isolate failures allowing selection of a correct data set,
These functions have a redundancy requirement of three and are re-
ferred to as R3 functions,

The nature of the computations, critical and non-critical, is assumed
to cover a wide range in terms of time-criticality and in terms of arith-
metic/logical characteristics,

4.3.1.2 Bus/LP Operation - As previously indicated, it is assumed

that the system has at least four (4) independent busses. These busses
interface with Input/Output Processors (IOP's) in the computer system
and with LP's at the subsystems., The Bus/LP interface must be designed
to provide isolation to prevent LP failures from inducing bus failures,

4-17
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4,.3.1.2 {continued}

The bus system operates in a2 requested data fashion where all data
transfer in either direction is initiated by the computer system. Some
capability for data buffering and/or voting is assumed potentially
possible in LP's, but reducing the requirement for these capabilities
is considered desirable,

Synchronization of data on the four busses is assumed possible and
in fact is the technique preferred. This synchronization may be either
bit-by-bit or on a frame or tirne slot basis, however data on the busses
may be staggered by some number of bits to preclude identical errors
induced by a common error source.

4.3.1.3 LP/Subsystem Operation - All subsystem/computer communi-
cation is assumed to occur over the bus system with LP's providing the
subsystem/bus interface. A subsystem may be a data source, a data
recipient, or both with respect to the computer system. Moreover, the
inputs from any given subsystem to the computer system may be required
in order to generate the outputs to other subsystems.

Subsystems may be inherently redundant, functionally redundant, or
have no redundancy whatever. LP redundancy for a given subsystem
may range from one to four and is not necessarily correlated with the
redundancy of the subsystem itseif.

In cases where a given subsystem and/or the LP's for that sub-
system are redundant and the subsystem is a data source, the data from
corresponding redundant elements, though correct, may not be identical
due to analog/digital conversion variation, timing differences, etc.

This potential difference will subsequently be referred to as resolution
uncertainty in the data.

Two alternate mechanizations have been assumed for operating a
subsystem with redundant LP's.

Alternate 1: Redundant LLP's are operated one at a time where the
particular LLP in use at a given time is controlled at least indirectly
by the computer system. The implication of this mode of operation
is that detection of subsystem failures can be accomplished by some
means other than data comparison/voting, e.g., internal or

external testing of the subsystem or modeling of predicted subsystem
responses, Therefore, it will be assumed that the computer system
can independently determine the accuracy of a single data set from such
a subsystem. A further implication of this mode of operation is that
a voting process requiring agreement of a majority of the computers
will be used to control switching of LP's,

4-18
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4.3.1.3 {continued) -

Alternate 2: Redundant LP's are operated in parallel and may be
operating from a single or redundant subsystem., The implication

of this mode of operation is that the computer system is supplied
redund:..t input data sets which represent the same parameters but
which may differ due to resolution uncertainty in the data. In

general, a means of determining data accuracy other than comparison

of redundant data will not be available, Intercommunication of the
redundant LP's is a possibility but is not assumed to be the general case.

4.3,2 General Considerations

While investigating the configurations, many considerations were
found to apply to the majority of the configurations. These considera-
tions are presented at this time rather than with the discussion of each
of the configurations,

4.3,2.1 Simultaneous Failures - One of the basic ground rules applied
to the study states that simultaneous failures (separated by less than
one second) of two or more computer modules will not be considered
when evaluating the ability of the system to survive FOOS, A ground
rule such as this seems reasonable when applied to the occurrence of
failure events,

In attempting to provide maximum flexi bility of the system, many
critical functions may be computed triple redundantly in order to free
the fourth computer for non-critical functions until such time as it is
needed to replace a failed unit, While being used as a spare, the fourth
computer could experience failures that would go undetected either because
little redundant computation was being performed or because the failure
did not exhibit itself in the computations or testing being performed,
Any subsequent failure in one of the three '"critical computation' com-
puters will cause the fourth computer to pick up the failed computer's
functions, but it may immediately fail because of the earlier undetected
tailure and will appear to the system as simultaneous failures,

Another type of failure may occur which affects only a portion of
the program or is sensitive to a particular data configuration. This type
of failure will be referred to as a mode sensitive failure. Mode sensitive
failures may also appear as simultaneous failures although the actual
failure events may have occurred hours apart.

Simultaneous failur‘es can result in three undesirable situations with
respect to a given data set, '

1. The two failed units produce results which disagree with each
other and with any good computer(s) performing the same function.

4-19
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4.3,2.1 (continued) -~

2. The two failed units produce results which disagree with each
other but one of which agrees with the good computer(s) per-
forming the function.

3. The two failed units produce identically incorrect results.

An analysis of these situations indicates several potential problems
mainly related to two failed units producing identically incorrect results
or results which agree with a non-failed unit, For example, take the
case where a R2 function is being computed, the spare computer has an
unobserved failure, and one of the two active computers fails. Now,
when the failed spare is initiated to resolve the discrepancy, it will
"yote out' the wrong computer in the case where failed units generate
identically incorrect results,

There are many considerations associated with preventing and/or
circumventing seemingly simultaneous failures., One particular con-
sideration seems worthy of note here, Since failed units producing
results which agree with other units, failed or unfailed, cause the most
significant problems, it is important to consider the probability of this
situation occurring. For continuously varying arithmetic functions
dependent on multiple inputs, the chances of two independent failures
affecting the computations in a manner which changes the results
identically should be reasonably small. However, logical functions
which result in one of a small number of possible conditions such as a
binary, on-off decision, would demonstrate a rather high probability.
One approach to reducing the probability in these cases would be to
include redundant data with the results of the logical function. Compu-
tation of the redundant data would be based on a more complex function
related to the input parameters for the logical function, thus providing
an error code of sorts on the function.

4.3.2.2 Voting Methods - The failure detection requirements as defined
imply decisions on output data, Three general methods of accomplishing
voting (and hence data selection) for the decision process have been
identified and are discussed below. A more detailed description of
implementation techniques is presented later (Para. 4.3.2.4 and Section 4. 4),

4.3.2,2.1 Voting at the Bus/LP Interface - If the FOOS boundary is ex-
tended to include the bus system, and the conclusion that 100 percent
failure detection requires data voting is valid for bus failures, then
performing data comparison and voting at the Bus/LP interface, i.e.,
within the LP, would seem to be a necessity. In the simplest case where
all functions are being computed in parallel by all four computers and
reconfiguration of the computer systermn is not required, no further action
need be taken to meet the FOOS requirement. If reconfiguration is desired
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4.3,2.2.1 {continued) - at the computer or computer module level,
then it is necessary that the results of the vote be transmitted from

the voter (LLP's) to the four computers, The computers can then decide
when and kow to reconfigure (para. 4. 3.2, 5),

Since each LP is voting on the data it receives and is sending the
results of that vote back to the computers, the computer system is
required to resolve problems arising when the voting results disagree
between LP's i.e., it must indirectly diagnose LP/bus failures.

4.3.2.2.2 Voting at the Computer/Bus Interface - Several of the
candidate systems are interconnected in a manner which would permit
performing a vote on the outputs of the computers to the bus system.

This would be accomplished by allowing each computer to monitor

outputs from the other computers so that at least three computers

would vote on the validity of data on each bus. This voting would be
performed simultaneously with or lagging the output of data to the bus
system and consequently would not prevent transmission of incorrect

data for the current transmission period. The voting results could be
sent on the same busses as data or four separate vote buases could be
used. If the FOOS boundary is at the bus/LP interface, then a second
vote must be taken at the bus/LP interface to detect and correct bus
failures. In this case, the only apparent advantage of also voting at

the computer/bus interface is that bus failures are more easily identified.
This second vote would alsc detect any incorrect data that might have been
transmitted.

If the FOOS boundary is at the computer/bus interface or if techniques
such as error coding can be relied on for detection of bus failures, the
second vote (at the LP) would be unnecessary. However, as previously
mentioned, incorrect data will be transmitted on a bus for one cycle after
the failure occured. Since R3 functions cannot tolerate any loss of data,
the LLP must be directed to the proper bus from which to obtain data.

A means of obtaining this direction, other than voting itself, is for the
computer system to transmit at periodic intervals, no less frequent than
the end of each data transmission block, the result of each computer's
vote on the data. In this case, the LP, as a minimum, is required to
buffer at least two sets of data and to input from three different busses
the voting results of at least three of the computers. It must then compare
the three sets of votes to determine which of the two sets of data is bad,
if any. It would seera that a LLP capable of performing this function
{(comparison of votes) could just as easily compare the data sets, If this
is the case, then operating in the manner just described seems to offer
only one slight advantage over the previous method and that is a potential
reduction in execution time and buffer storage requirements at the LP
since only three votes need to be compared rather than three entire data
sets. However, it is possible that with a synchronous bus system, data
could be compared automatically as it is received thus eliminating the
need to buffer more than one set of data.
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4.3,2.2.2 {continued} -

For R2 functions which can tolerate a single cycle or more of data
interruption, the LP's would only be required to buffer one set of data
and examine two sets of votes. But since comparison of the votes is
still required, there is little advantage gained over voting at the bus/
LP interface,

4.3.2.2.3 Computer Interface Voting with Transmission Control - Voting
at the bus/LP interface appears to require a fair amount of complexity in
the LP and/or voting device. 3Simply voting at the computer/bus interface
and transmitting the results did not significantly reduce this complexity,
primarily because the LP is still required to perform its own vote either
on the data or on the resuits of the computers' votes, If this comparison
of the data and/or the computers' votes can be eliminated, then a signifi-
cant advantage would be gained.

It appears that the only hope of reducing voting requirements at the LP
while still retaining the FOOS capability would be to design the system such
that sufficient information is present on a single bus to determine the
validity of the data on that bus. Any other approach implies monitoring
multiple busses and performing some sort of voting in order to select
the correct one.

Clearly, to achieve an independent bus approach requires that more
than one computer be able to transmit on a given bus and that multiple
computers have control over a transmission through a voting process,
A potential mechanization of such an approach is presented later.

The approach is intended to retain the FOOS capability in the computer
system while allowing a LP to receive data on a single bus with no require-
ment tc compare data or votes. Note that such an approach does not
preclude transmitting on multiple busses for some or all LP's,

4.3.2.2.4 External Voter - The actual comparison of output data that
is required for voting may be performed by the computers at the com-
puter /bus interface or by the LP at the bus/LP interface. This seems
reasonable since the computers certainly are capable of doing it and in
many cases the LP will also be capable of performing the vote with little
or no additional hardware required.

If it is desirable an external voting device which is separate from the
computers and the LP's could be used, It was determined that such an
external voting device would not change the characteristics of voting at
the two Jdifferent interfaces. The results of the voter would have to be
sent to the computer and to the LP to effect reconfiguration. Since it
represents a single point of failure, four of the devices would be required
and the computers and LP's would still have to vote on whether to accept
the external voters' decisions, The only benefit of the external voter
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4,.3.2.2.4 (continued) - appears to be remoteness which can include
bus failures further down the line. However, this type of voter is not
very amenable to selective computational redundancy since it would have
to be capable of changing voting modes for different blocks of data which
would also complicate adapting. A mechanization such as suggested for
the LP would seem to be required.

4,3.2,3 Input Voting

4.3.2.3.1 General Discussion - In general, multiple copies of data
generated by a given subsystem will be transmitted to the computer
system. The copies may be transmitted from one LP or redundant LP's
and from one subsystem or redundant subsystems, The data is in many
cases used by more than one computing unit in the computer system to
generate redundant outputs to the same or different subsystems. These
redundant outputs are at one or more points in the system compared for
purposes of failure detection,

The redundant input data sets received at the computer system from
a given subsystem may differ as a result of two situations: (1) an external
failure (bus, LP, subsystem), or (2) resolution uncertainty in the data.
In both cases if the differences are not resolved prior to use of the data
in a computatlon, a failure will be indicated by one or more output voters,
(Output voting is assumed to be based on correct data sets being identical,
since modeling of the affect of allowable input variations on outputs would
in general require a rather complex voting process.) If the cause of the
apparent failure was resolution uncertainty in the input data, then the
failure indication is erroneous. If the cause was a failure external to the
computer subsystem, then it is necessary to isolate the failure so that
internal computer system elements are not mistakenly discarded through
reconfiguration and so that external reconfiguration can be accomplished.

The most obvious means of solving both problems is to provide
capability in the computer system for voting on the redundant input data
so that a single data seét can be chosen and used by all computing units,
thus insuring that output discrepancies represent actual failures. This
requires that all input sets be supplied to all computers.,

In order to determine the necessity and/or benefits of input voting,
the two problem situations mentioned above were investigated to deter-
mine if solutions other than input voting are available, and are discussed
in the following paragraphs. In both situations assume a configuration
such as pictured in Figure 4-7 where input voting is not possible,
Assume that data from Subsystem I is required to compute data for
Subsystem II.
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4.3.2.3.2 Esxternal Failure - If the LP's in Subsystem I are being
operated singly (para. 4.3.1.3) and a failure in LP-A unique to bus W
occurs, then Computer 1 detects an error and is no longer capable of
generating outputs for Subsystem II. The desired reconfiguration is

to switch irom LP-A to LP-B; however, switching requires the consent
of a majority of computers. The only way that Computers 2, 3, and 4
can be informed of the problem is via Computer ],

However, information from Computer 1 may be faulty due to a
computer system failure, i.e., an internal fault may have caused
Computer 1 to think that LP-A is failed. Hence, the other computers,
seeing no error in LP-A themselves, disagree with #1 on the desirability
of switching,

A possible solution is to design a more sophisticated reconfiguration
algorithm. For example, if one computer votes to switch LP's, the
other three could tentatively agree while remembering the fact that LP-A
was apparently at least 3/4 operable, This would cause the desired
switching to occur. Since all four computers would now presumably
agree that the subsystem was operating, the failure could probably be
attributed to LP-A. It is, of course, possible that the failure was
sensitive to a particular mode, input data set, etc., and thus might
disappear when LP is switched, but of course the reconfiguration
algorithm could be designed to attempt to return to LP-A if subsequent
failures in LP-B and/or Computer 1 are indicated.

If LP's A and B are being operated in parallel, a slightly different
situation can occur. Again, assume that a failure occurs in LP-A which
in unique to bus W. Now Computer 1 cannot select the correct data set
(assuming comparison is the only available method), and therefore cannot
generate outputs for Subsystem II. This time a clear ground rule violation
is not apparent since one LP failure has occurred and Subsystem I in this
configuration is only Fail-safe. Of course, input voting would have -pro-
vided a distinct advantage in this situation since Computer 1 could continue
to perform effectively even after the fajlure.

Once again, however, by complicating the reconfiguration technique
the same benefit could be obtained, i.e., have Computer ! try using each
of its two data sets. When the output voter indicates agreement, the
problem has been isolated and Computer 11is still on the air.

4.3,2.3.3 Resolution Uncertainty - This case is only meaningful when
the LP's are operated in parallel since it is assumed that, particularly
with a synchronous bus system, the LP will be capable of insuring an
identical data set on all four buses. Resolution uncertainty in data sets
from parallel LP's must be resolved in each computer by identical
algorithms (averaging, truncation, etc.). This would seem to present
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4.3.2.3.3 (continued) - no particular problem until an error similar
to the one previously described (para. 4.3.2.3,2) is postulated.

Now Computer 1 would derive a different value for the input and
would cause an output voter discrepancy. Once again, this situation
could apparently be resolved by increased software complexity. This
time Computer 1 would have to tell the other computers that it has an
input error from LP-A and request them to stop using data from LP-A
so that all four computers could then use only LP-B and would once
again agree,

It should be noted that techniques other than input voting are also
available for isolation of bus and/or bus unique LP failures. One such
technique would be transmission tests conducted by multiple computers,
i.e., one computer requests, via a LP, that a test message be transmitted
from another computer. Receipt of the correct reply validates both bus
links, receipt of incorrect reply or failure to receive a reply indicate
faults which can be potentially isolated by further tests conducted between
other combinations of computers, busses, and LP's.

4.3.2.3.4 Summary - From the investigations thus far, it would appear
that provision for input voting is not an absolute necessity, but its benefits
in terms of simplification of fault isolation and reconfiguration procedures
make it well worth considering. Further detailed design of these pro-
cedures will more clearly indicate the extent of the benefits to be derived.

4.3.2.4 LP Voting Mechanization - During the course of evaluating the
various configurations, the actual mechanization of a voter at the LP
gradually evolved. One of the first and most serious problems encountered
was that of keeping the LP synchronized with the data, This is necessary
to prevent the LLP from voting on data from different computation cycles.
For voting at the LP, it was assumed that the four IOPs are synchronized
and consequently the busses are synchronized, This allows the LP to
compare the data as it is received from the bus.

To meet the FOOS requirement with just four computers, an adaptive
voter is necessary. But to account for reconfiguration the adaptive voter
must be able to return to a previously failed computer/bus, It therefore
seemed desirable that the voter be capable of being told which sets of
data should be used for the vote, i.e., allow the computer system to
direct the adaptation process.

Since the bus is susceptible to intermittent noise type failures, it was
also desirable that the voter not adapt too soon. It is preferable to
determine whether a failure is intermittent prior to initiating reconfiguration.



C70-171/301

4,3.2.4 (continued) -

In order to provide maximum spare computing capability, triple
redundant computations should be the maximum redundancy at any one
time, The voter then is capable of looking at four sets of data but normally
will only vote on at most, three sets at any given time.

The following mechanization attempts to account for the items
mentioned above. The LP voter will initially be monitoring the four
busses. During the computer program initialization the four computers
will transmit to the LP's information about which busses should be used
for voting. The LP will then ""adapt" to those busses which the majority
of the computers requested. The computer information used to direct
the LP voter to a given set of busses will hereafter be referred to as
the ballot.

The voter will continue to vote on three busses until a discrepancy
is detected at which time the voter will direct the LP to use one of the two
remaining valid sets of data and will report the discrepancy to all four
computers, The computers will attempt to re-establish the "accused"
computer. If the "accused' computer does not fail in the vote after being
re-established, the failure will be assumed to have been intermittent. If
the voter reports that it has failed after having been re-established, the
backup computer will be brought on board and the ballot will be changed
to adapt the voter to no longer vote on the failed computer/bus and also
to ignore its ballot. After a second computer failure has caused the
computzrs to reconfigure, the ballot could be changed to direct the voter
back to a previously failed bus if it is again in use.

For R2 functions which are only double redundant, three busses could
still be voted upon. In this case, the voter must be able to recognize and
report absence of data as well as erroneous data. It would be left to the
computers to determine if the absence was intentional or not., Also, for
R2 functions, when a fault is detected, it cannot be isolated until the
backup computer is brought on board. Then the three-bus voting will
serve to identify the failed computer 'bus so that it can be removed from
the system.

The ballot should be transmitted with each block of data. The voter
will not act upon any ballot that is not agreed upon by at least two com-
puters. The voting results will be reported to all four computers, even
though they may not be participating in the vote, so that each computer
knows the status of the total computer system.

The capability of the adaptive voter to return to a previously failed
computer/bus could be provided by a means other than the ballot method.
The voter, whether implemented by hardware or software, could be
mechanized to vote on three inputs and switch to a fourth whenever a
failure is detected, In this manner the voter is not rejuired to remember
past failures, it always switches to whichever input is not being voted
on at the time of detecting a failure. This technique will tolerate inter-~
mittent failures,
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4.3.2.4 {continued} -

If the voter does not supply the resulits of the vote to the computer
system, then all four computers are required to operate in a parallel,
redundant manner. To allow some flexibility the voting results must be
returned to the computer system. Suppose that critical functions are
triple redundantly computed. When the voter detects a failure it notifies
the RGC and switches its voting to include the spare computer. Since
the spare computer is not performing the redundant computations, it
will be voted out and the first failed computer will be switched into the
vote again. If on this vote the first failed computer now passes, the
computer system would assume that the failure was intermittent and
would not reconfigure. If it fails the vote a second time, the computer
systemn would assume a hard failure and would initiate configuring the
spare computer to pick up the redundant computations for the next cycle.
Interleaving double redundant with triple redundant computations would
not be allowed with this technique because this could cause apparently
simultaneous failures with only a single actual failure. Should this happen
the voter would not be able to select the correct set of data.

4.3.2.5 Requirements for Reconfiguration - It is possible to operate
any of the configurations in a manner which requires no reconfiguration
within the computer system. This is accomplished by utilizing com-
pletely identical programs in all four computers which perform all
critical functions {R1, R2, and R3) in parallel. Adaptive majority voting
is performed on the four outputs at the LP/subsystem to allow FOOS
operation. No feedback of voting status is required by the computers.
Operating in this manner has the appeal of simplicity but has several
major drawbacks:

1. Each computer must be sized {memory and speed) to be capable
of performing the total operational task individually,

2. Restricted capability to perform non-critical functions since
no '"spare' computers are ever available.

3. Overall reliability penalty in terms of probability of success due
to lack of flexibility in choice of reconfiguration paths.

4. Requirement that LP/subsystem account for resolution uncertainty
in input data.

5. The LP's must be capable of adaptive majority voting.

The first level of reconfiguration capability which could be introduced
into the computer system involves taking advantage of the varying function
redundancy {error sensitivity) requirements. That is, R3 functions would
be computed by only three of the four computers prior to a failure; R2
functions would be performed by only two computers at a time, and R1
functions would be split among the computers, This would allow reduction
in the memory and speed requirements for each computer since Rl
functions could be shared by two computers rather than being performed
by both. It would further make available considerable computing capability
which could be devoted to non-critical functions prior to the occurrence
of failure,
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4.3.2.5 (continued) -

In order to accomplish this mode of operation, two things must be

available in the system.
1. The results of the voting process must be available to the computers.
2. The computers must be able to communicate with each other,

This level of reconfiguration will be performed on a function and/or
a computer basis. All four computers will participate in the reconfiguration
computations and the dat a that is transferred between computers will
possibly include program modules as well as reconfiguration status, function
initialization data, synchronization data, etc. The amount of data required
to be transferred can potentially be quite large and hence the speed,
efficiency, and convenience of the communication paths is significant.
Procedures for reconfiguring each error sensitivity level of critical
functions have been considered in some detail, but are only significant
in this discussion in that they exhibit the extent of computer intercommuni-
cation required,

Another level of reconfiguration can be introduced if module -level
switching (IOP/memory/CPU) under computer control is provided. The
advantage of this is an increase in probability of success due to more
flexibility in reconfiguration paths, The module-level switching would
presumably be restricted to modules within a given compartment (two
computers/compartment), however, the switching function must rely
on a voting process in which all four computers participate. As in the
previous discussion, the major significance of this level of reconfiguration
is the necessity for a considerable amount of computer-to-computer
communication; indeed, additional communication is required in this
level since switching information and module level fault isolation data must
be transferred. The additional fault isolation required to accomplish this
type of reconfiguration does not seem germaine to the present problem
(meeting FOOS) except for the implication of increased communication.

4.4 CANDIDATE CONFIGURATION EVALUATION

The following section presents the mechanization and evaluation of
the nine configurations identified in Section 4.2.2.

4.4.1 Categoryl

4.4,1.1 General Description - Each of the four data busses is dedicated

to the IOP of one of the four computers, Communication between computers
is only possible if multiple busses are connected to a given LP and the LP
is capable of ''relay' data transmission.
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4.4,1.2 - Configuration 14 - In this configuration (Figure 4-8) only one
bus is connected to any LP., A minimum of four LP's is required for each
subsystem in order to meet the FOOS requirement which is in conflict with
the intent of Ground rule #2.

4,4.1.3 - Configuration IB - In this configuration all LP's are connected
to all four busses (Figure 4-9}. Adaptive majority voting is performed on
computer outputs in each LP. No reconfiguration is required in the com-
puter system to satisfy the FOOS requirement, If reconfiguration is
employed to increase reliability and/or make available spare computational
capability, each LP would report the results of its voting to the computers
and the computers would use the LP's to provide computer-to-comp uter
communication,

4.4.1.3.1 Input/Output Voting - Input voting is not possible in this con-
figuration since data sets on a given bus are available to only one computer.
Therefore, input errors will be detected as output discrepancies and
further isolation will rely on such techniques as previously discussed
(Para. 4.3.2.3). Output voting is performed in the LP's by a mechanism
similar to the one described (Para.4.3.2.4) if computer system reconfigu-
ration is included. Simpler, less flexible voting mechanisms are of course
possible if this level of reconfiguration is not included,

4.4.1.3.2 Reconfiguration - In order to allow any computer systern re-
configuration, the results of the LP voting process must be transmitted

to all computers and communication paths must be established between
computers. The results of each LP vote could be readily transmitted in

the "acknowledge' message issued in response to the computer's trans-
mission request. Communication between computers can only occur with

LP participation. Every LP would need the capability to relay data from

one computer to another, which could be mechanized in the following manner:

For the case that one computer wants to transmit to another:

1. Computer 1 transmits to LP-A and specifies that the data is for
Computer 2.

2. The LP would buffer the data and wait for a request from
Computer 2.

3. Computer 2 would periodically address LP-A and request any
data directed to it. :

4. When addressed, LP-A would transmit the data to Computer 2.

5. The next time that Computer 1 addressed LP-A, the LP's
acknowledge message would indicate completion of the relay.

Since the LP's buffering capability would presumably be limited, it

would retain only one message at a time. If another computer requests
data relay, the L.P would indicate a '"busy'' status in the acknowledge message,
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4.4.1.3.2 (continued) - A specific order could be established which
assigned LP's as relays between particular computers such that failure
of a given relay LP would automatically assign another one. However,
computers would be required to send requests to multiple LP's on a
regular basis in order to prevent undetected LLP failures from breaking
the relay link.

In the case that one computer wants to initiate a data relay from
another, the relay system would function the same way except that the
initiating computer would first relay a data request to the other computer.

4.4.1.3.3 Hardware/Software Mechanization Considerations - There
seem to be no significant hardware considerations unique to this configu-
ration. The bus/computer interface is the simplest of all the configurations
and should therefore present the least problem from the standpoint of
physical and electrical isolation of failures, However, a fair degree of
intelligence is required of the LP in this configuration.

From a software standpoint, the computer intercommunication
system is very cumbersome and inflexible, and makes high rate or high
volume data transfer difficult.

4,4.1.4 Configuration 1C - This configuration differs from 1B only in
that it allows connecting less than four busses to a given LP (Figure 4-10),
There is little benefit to be derived from reducing bus/LP connections in
this configuration since removing a bus from a LP also removes the
capability of a computer. Therefore, in order to retain the FOOS
capability the number of LP's in a given subsystem must be increased

in direct proportion to the reduction in bus connections and any LP

failure reduces the amount of computer system capability available to the
remainder of the subsystem.,

Operation of this configuration would not differ significantly from 1B,
therefore no further discussion is presented.

4.4.2 Category 2

4.4.2.1 General Description - Each of the four computers can transmit
on only one of the data busses, but each computer can receive data on all
four busses. Communication between computers is therefore possible
over the bus 3ystem (Figures 4-11 and 4-12).

4.4.2.2 Configuration 2A - This configuration allows only one bus
connection for each LP. Since only one computer can transmit on a given
bus, each subsystem must have at least four LP's in order to have a

FOOS capability in the computer system., This is a rather undesirable
restriction.
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4.4.2.2 {continued} -

Operation of this configuration does not differ significantly from
configuration 2B which will be described in the following section.

4.4.2.3 Configuration 2B - Two alternate modes of operation were
considered for this configuration:

Alternate 1 - Operation is identical to that described for configuration 1B
except that input voting is performed and computers communicate directly
over the bus in place of the LP relaying technique.

Alternate 2 - Each computer monitors the data being sent to the LP's
from other computers. The data sets are then compared in each computer
performing the associated function and the results of each computer’s
comparison is transmitted on its bus to the LLP and/or used as a vote to
control transmission on other busses.

4.4.2.3.1 Input/OCutput Voting - Input voting can be accomplished in this
configuration since each computer can receive the data from all busses,
The IOPs are assumed fto be capable of selectively monitoring transmission
from LP's by examining the address and control information in the data
requests sent from computers to LPs., If the data set(s) being transmitted
are being used by a given computer, its IOP will accumulate up to four
copies of the data. All computers involved in the computations requiring
the data will compare the redundant data and choose a single set. Each
computer will then use that data setin its computations and will report

the result of its comparison to the other three for use in the reconfiguration
computations,

Output voting at the computer/bus interface {Para. 4.3.2,2,2) is
performed in Alternate 2 of this configuration. An individual computer
has the ability to monitor each of the other three busses, but for purposes
of voting, it would only monitor that data which is redundant to its own
calculations. Thus, if a particular computer is operating on R2 functions,
it will only monitor one other bus for voting purposes. Since it has been
assumed that the bus system is synchronized to within some tolerance
time slot, the computer knows that it only needs to monitor the other
bus(es) at the same time that its own data is being transmitted or received.
If the redundant data does not appear on the other bus, the voter will fail
that computer.

Once the vote has been taken, there are two methods of using the
results. The first method is for the computer to transmit at the end of
every data block, the result of the vote on that block. The LP would
examine that vote and compare it with the votes received from the other
busses and if a failure has occurred, switch to one of the busses which
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4,4,2.3.1 {continued) - agreed with the majority vote. The LP is
essentially voting on votes so that this process must also be adaptive,
preferably by ballot (Para. 4.3,2.1) from the computer system. The
second method of treating the vote could be used in conjunction with the
above or zutonomously. This method utilizes a switch on the bus
(Figure 4-12 ). The majority vote is used in this case as a go/no-go
indication to the switch which must be adaptive since it has four inputs.
This provides a means of halting transmission of faulty data to a LP,
which in turn recognizes the fault by noting the absence of data.

In the case of R2 data, a fault will be detected but only two voting
results will be sent to the switch, In order to insure a majority-of-three
decision by the switch, the backup computers for the R2 function will
always send a ''go'" indication until one of two operational computers indi-
cates a fault. When this happens, the backup computers will send a
"no-go' indication taking both of the operational computers off their
busses. One of the backup computers will now reconfigure to pick up
this R2 function and when it is ready, it will notify the other computers
which can now isolate the fault by comparison with the third set of data.
Once isolated, the faulty unit will be taken off of the bus and the other
two will provide the double redundancy required by R2 functions.

4.4.2.3,2 Reconfiguration - In Alternate 1, LP voting would be used
for failure detection, The results of the voting process would be trans-
mitted to all four computers over multiple busses. The reconfiguration:
process would then proceed utilizing the bus system for computer-to-
computer communication without LP participation. Each computer would
have a unique address analogous to a LP address, therefore, messages
directed to a computer would not be monitored by LP's, Computer-to-
computer messages would differ from computer-to-LP messages in that no
acknowledge would be sent in response to a transmission request since the
computer on the receiving end is incapable of transmitting on the same bus,
Acknowledgement of data transfer would either be implicit in some other
action or would be transmitted over the receiving computer's bus which
would be monitored by the transmitting computer.

In Alternate 2, the results of the voting process in each computer
will be exchanged with every other computer in order to compute the
desired reconfiguration., Communication between computers would
occur as described for Alternate 1, '

Note that category 2 configurations allow a minor increase in re-
configuration flexibility over category 1. Since each computer can receive
data on all busses, it is possible for a given computer to switch to
another bus in the event of input-sensitive bus or LP failures which do
not affect all busses.
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4.4.2.3.3 Hardware/Software Mechanization Considerations - Two con-
siderations seem significant from a hardware standpoint:
1, The implications of the additional bus-to-computer connections
and communications,
2. The difficulty of implementing the bus switchpictured in Figure
4-12 to provide an adaptive voting function therein,

The only significant software consideration introduced by this
candidate is the necessity for data comparison and voting in the com-
puters. The effect of this load on the duty cycle requirements of the
IOPs does not appear prohibitive.

4.4.2.4 Configuration 2C -~ The relationship of configuration 2C to
2B is analogous to the relationship of 1C to 1B as discussed previously
{(Para. 4.4.1.4).

4.4.3 Category 3

4.4.3.1 General Description - Each of the four computers can both
transmit and receive on all four data busses (Figure 4-13). The proposed
implementation of this category is common to configurations 3A, 3B and
3C, therefore, a single description will be presented. In this configuration,
independent I/0O channels from all four IOPs are routed to each of four
switches associated with the four busses, The switch will connect at most
one of the channels at a time to the bus allowing the computer associated
with that channel to transmit and receive data over that bus. The switch
position is determined by a majority vote on four inputs to the switch,

one input from each of the computers. Further, each of the four computers
can monitor data on all four busses independently of whether they are
switched into any bus.

4.4.3.2 Input/Output Voting - Input voting is possible in this configuration
and would be accomplished in the same manner as described previously.

In this category the computer/bus configuration at any given time is
determined by the states of four different switches, one switch dedicated
to each bus., The results of each computer's vote must be sent to these
switches. In configuration 2B with switches, a go/no-go indication was
all that was required by the switch. In this case, the results of the vote
must define which computer is to transmit on a given bus, Again, since
four inputs are required by the switch, the inputs must be generated in
an adaptive manner under control of the computers. Note that the switches
may have an '"off" position for isolation purposes.

In category 3, faulty data will be transmitted, but a valid data indicator

can be sent as the final word of every data block in the following manner,
The redundant computers will be selected for transmitting data on the bus
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4.4,3.2 (continued) - in a predetermined order. Assume this order
to be (1) operating, (2) backup A, {3) backup B. At the end of the data
set, the three computers will tell the switch to go tc backup A,

Backup A will then append the valid data indicator to the data set com-
pleting the data transmission. In the event faulty data is detected,
backup A will append an abort indication and immediately begin trans-
mitting the data a second time. If backup A fails in such a way that it
sends an abort indication when indeed the data was valid, then the
operating computer and backup B will detect this error and immediately
vote to switch to backup B which will retransmit the valid data. In this
manner the LP can be assured of receiving a valid set of data. The
switch itself would not be capable of generating a valid data indicator
even if it fails,

The voting process in category 3 will account for R3, R2 and Rl
functions, Again, with R2 and R1 functions, if a failure occurs, the
computer will automatically remove their data from the bus system
until the fault is isolated after a reconfiguration has taken place.

Category 3 provides the potential for varying the number of redundant
transmissions of redundantly computed information while still maintaining
FOOS. If the bus system is outside the FOOS boundary, or if means other
than voting can be used for bus fault detection, transmission of triple re-
dundant computations may be limited to a single bus by relying on other
detection methods {(error coding}) to detect transmission errors. This
requires allotting a second time slot for every block of data to allow for
transmission of data from a second computer in the event that a fault is
detected in the first transmission., Since a valid data indicator is part of
every data block, the LP will abort faulty data and prepare to accept the
retransmitted data. Note that this does not imply that only a single bus
will be in use at any given time. Several busses may be in use simultaneously,
but no requirement to redundantly transmit any set of data is present.

Use of several busses is desirable to reduce the density required for data
on the bus,

4.4.3.3 Reconfiguration - In this configuration, the results of the voting
process internal to the computer system will be the primary means of
failure detection. This information together with the results of bus error
detection reported by the LP's will as usual be distributed to all four
computers for use in reconfiguration computations. Once again, the bus
system is used for the required computer intercommunication without the
aid of LP's, 1In this configuration, acknowledgement of the transmission
request could be made over the same bus but might not be a desirable
mechanization,

Note that another level of reconfiguration flexibility has been introduced
over the category 2 configurations, Since the bus/IOP interface can be
switched, a computer can switch to another bus in the event of a bus failure
and all four busses can still be used after computer failures.
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4.4.3.4 Hardware/Software Mechanization Considerations - The
switching unit which controls the connection between IOP's and busses
requires a detailed hardware mechanization consideration. The
functional diagram (Figure 4-13) is, of course, simple-minded and
actual implementation of this concept is treated in detail later.

From a software standpoint this is the most sophisticated con-
figuration, but the software design difficulty relative to the other
categories appears to be largely a matter of degree.

4.4,3.5 Alternate Implementations - There are many possible approaches
to implementing the voting and switching requirements presented in this
configuration.  One which merits consideration is to implement the data
voting and switching element totally in hardware. Assuming a synchronous
bus system, this would appear feasible and could relieve the requirements
on the IOP hardware and software.

4.4.4 Summary

The evaluation of the nine configurations has tended to uncover simil-
arities in alternate approaches rather than differences. It appears reason-
able to consider further only the two approaches corresponding to
configurations 2B (Alternate 1) and 3C. Configuration 1B appears to be a
workable approach, but reconfiguration demands a flexible, efficient
computer-to-computer communication system. Configuration 2B
{Alternate 2) does not seem reasonable since little benefit, either in
terms of reduction in LP requirements or in reconfiguration flexibility
is derived.

Of the two preferred approaches, configuration 3C offers the optential

of a highly flexible system and is the recommended system concept.
Table 4-1is a summary matrix comparing configurations 1B, 2B and 3C.

TABLE 4-1 SUMMARY MATRIX

Input Output
Category Voting Voting Flexibility Advantages Disadvantages
Conf, 1B No LP Poor a)Simple in concept. a)Inter-computer
b)Fewer problems w/ communications
physical/electrical cumbersone.
failure isolation
Conf.2B  Yes a). LP Poor Alternate 1: Alternate 2:
b)Canpuer a) & b) same as above a)Output voting at
c)inter-computer com- computer does not
munications simpler., relieve voting at 1P
Conf.3C Yes a)LP Good a)Highly flexible. a)Complex design
b}Campuer b)Output voting at req'd for switching
computer reduces elements,
complexity of LP b)Potentially more
complex software
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4.5 DEFINITION OF CANDIDATE COMPUTERS

4,5.,1 Introduction

The previous two sections presented the failure detection/reconfigura-
tion concepts and several computer system organizational concepts to
satisfy the FOOS requirements. As noted in the last section, system
concepts 3C and 2B were selected as offering the greatest potential, The
concept 3C required an adaptive voter switch at the interface to each of
the four busses. In the progress of the study the alternate implementation
referred to in Section 4.4,3,5 was given further consideration and
selected as the preferred implementation of system concept 3C. This
alternate mechanization places the voting on data function directly in the
device that interfaces with the bus {an additional benefit is to vote before
the data is actually placed on the bus, thereby inhibiting the transmission
of erroneous data), This device will hereafter be referred tc as the VCS
(Voter-Comparator -Switch).

There are many alternate internal computer organizations that can be
used to mechanize the four-level redundant computer system, the simplest
being four conventional single computers. This section presents the
internal organizations chosen as candidates. It should be noted that all
of these candidates must meet the FOOS requirements. This requirement,
as discussed in the prior two sections, is proposed to be met by adaptive
voting means that do not rely on peculiarities of the internal computer
organization (other than that four independent computing elements be pro-
vided). Four basic computer organizations will be discussed below. Each
of the organizations have been considered for implementation by two
technology approaches, one involves current low risk technology while the
other uses higher risk future technology. Further, these eight possibili-
ties are subject to the two system concepts, with and without the VCS
device (this corresponds to configurations 3C and 2B in Section 4.4).

This yields a total of 16 candidates that provide a quantitative output
to the evaluation task (Section 5.0), The description of and derivation of
data on the candidate computers is pres ented below:

4,5,2 Candidate Organizations

Four computer organizations have been applied as candidates, they
consist of two multicomputers and two multiprocessors., Since the internal
organization is not the basis for meeting the FOOS requirement, a great
deal of effort was not placed on deriving internal organizations; the organi-
zations used are representative of many used in past studies (Ref. 4-3
through 4-9). As a result of the computer requirements analysis performed
in Section 3.0 it was decided that the basic {non-redundant) storage capacity
shall be 32K words (32 bits} and the speed capacity shall be 500, 000 adds/
second {operand from memory).
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4.5.2.1 Non-Mpdular Multicomputer - A block diagram of this organi-
zation is shown in Figure 4-14. It consists of four single computers
physically located in two compartments of the Space Station. Each
computer contains a processor, memory and 1/O section. The character-
istics of the processor and I/O section will be defined later (Section 4,5.3).
Each memory in this organization will consist of 32K words of 32 bits

+ parity. Each computer will be non-expandable in terms of memory and
non-modular for redundancy purposes (spare P, M, or 1/O modules cannot
be provided within each computer)}.

This organization operates as a set of four single computers, It may
be used as a single computer with redundancy or in a multicomputer mode
where four computers are solving the computational load in a non-redundant
manner. It is also envisioned that a mix of both redundant single computer
and multicomputer operations may be performed by this system.

In addition to a serial digital bus to the LP's, each I/O processor
contains a parallel (16 bits) digital interface for high speed data transfer
to a mass memory or the information management system. This parallel
interface is not included in the FOOS requirements.

Two system concepts (1 and 2) are shown in Figure 4-14, Concept 2
contains the VCS device referred to earlier and corresponds to configuration
3C selected in Section 4.4 above. Concept 1 simply excludes the VCS and
would correspond to configuration 2B of Section 4.4, Since the VCS device
is quite unique, it was subject to a detailed investigation. Therefore,
further discussion of the computer system operation with this device is
deferred to Section 4.5.5.

4,5,2.2 Modular Multicomputer - As shown in Figure 4-15, this organi-
zation is similar to the previous one in that it consists of four single computers.
It differs in that each computer is modular within itself by means of an
expandable common bus. The solid line modules in Figure 4-15 depict
operational modules while the dashed line modules indicate redundant spare
modules. The memory modules will be 16K words, Up to 64K words of
operational memory modules (4) may be used on the common bus., Only
one processor and I/O module may be operational on the common bus,

The number of spare M, P and 1/0 modules that may be provided are
defined later in the preliminary hardware mechanization considerations
{Section 4. 5). The two system concepts are also reflected on this organi-
zation in a similar manner as for the prior organization,

This organization may be operated in a combination of redundant single
computer and multicomputer modes as in the previous organization. In
addition, it may be initially configured with a variable number of memory
modules in each computer, In fact, the number of memory modules turned
on can be varied depending on the computational load,
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4,5.2.3 Non-Modular Multiprocessor - A non-modular multiprocessor
organization is shown in Figure 4-16. Essentially, this organization
consists of a pair of multiprocessors, one in each compartment, Each
memory module has the capability of being accessed by two busses. A bus
serves a processor and I/0 unit.

The memory units shown in Figure 4-16 will contain 32K words of
storage, The organization will not contain provisions for expandability
or the addition of spare redundant modules, Several extra functions
must be provided in this organization that are not required for the prior
two organizations:

1. Each memory module must have two bus ports. The logic and
hardware mustbe designed so that failures within the memory
module cannot simultaneously render both busses useless.

(See section 4.5, 3 for some preliminary considerations). This is
of extreme importance to preserve the FOOS capability.

2, Each memory module must have priority control logic to permit
simultaneous operation of both busses,

3. A lockout function controlled by each bus is required. Two lines
shall be included as part of each bus to control the lockout:

00 No lockout - full multiprocessing
01 No access by other bus - full lockout

10 Set boundary registers to define scratchpad
' area for other bus (write area)

1 Read only access by other bus

This organization may be operated as a pair of dual multiprocessors
or in a variety of other modes. The provision of lockout functions in
memory allow it to be set up to function as a multicomputer or redundant
single computer as in the prior two organizations. This lockout provision
allows the system to operate in a Fail Op-Fail Op-Fail Safe mode., (FOOS
cannot be met when operating as a multiprocessor since independence
failures could no longer be assumed.)

4.5.2.4 Modular Multiprocessor - As seen in Figure 4-17, this organi-
zation is similar to the prior multiprocessor. The diiterence is that a
certain amount of modularity and expandability are provided. Each
memory module will contain 16K words. The memory modules will be
capable of operating with more than two busses to allow for processor
expandability., For preliminary design purposes, provision for a total

of three (3) busses should be provided. A total of 192K words of memory
may be provided in each compartment, Spare redundant M, P, aad 1/0O
modules shall be capable of being provided in the system; the amount of
this capability depends on initial preliminary hardware design considera-
tions given in Section 4.5.7.
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4.5.2.4 (continued) -

This organization will contain the same lockout hardware features
in each memory module as described for the prior multiprocessor,

it also may be operated in a variety of modes as previously discussed
above.

4.5.3 Computer Architecture

The following ground rules apply to each organization. Differences
in the M, P, and 1/O units between each organization are due only to
requirements unique to the particular organization. Once again, the
details of the internal architecture are not the key to meeting the FOOS
requirement, therefore, a representative architecture has been selected.
4.5.3.1 Processor -

. Arithmetic Word Length: 32 bits

. Data Options: 1. Fixed Point

a) Half word
b) Full word

2. Floating Point
. Data Option Controlled by Mode Select
. Add Time (and operand fetch from memory)

€2 sseconds

. Microprogram Control Unit
. Instruction Format: 16 bit and 32 bit
. Registers:

32 bit

Accumulator
Lower Accumulator
Temporary Storage

16 bit

8 Base/Index
Program Counter

Control Panel Interface

4 Discretes
4 Interrupts
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4.5.3.2 Memory -

Size specified in each organization
. Word Length: 32 bits + parity (1 parity bit for each 16 bits)
. Multiprocessor Interface: (as shown in Figure 4-18)
The multibus interface is designed so that failures are in-
dependent among the interfaces.

Multiprocessor lockout: (as specified in Section 4.5.2. 3)

4,5.3.3 1I/O -

. Independent Processor with limited I/O handling
instruction repertoire

Baseband time division multiplexed interface to
bi-directional twisted pair bus (serial bus)

16 bit parallel high speed channel under external control

4.5.3.4 Memory Bus -

Common bus shared by Processor and IOP with priority
resolved by processor.

4.5.4 Computer Technology

Two approaches have been considered; the first is low risk state-
of-the-art and the second higher risk currently developmental technology:
1. Logic: P channel 4 ¢ MOS
Memory: Plated Wire

Conventional Packaging

2. Logic: P channel 4 ¢ MOS
Memory: MNOS and MOS Read Write

Packaging: Beam leaded uncased devices on ceramic substrates
with the substrates assembled into large packages
(approximately 1-1/2" x 1-1/2"") and these packages
mounted on conventional boards.

These technologies were discussed in Section 2.0 and will not be
discussed any further in this section.
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4,5.5 1I/O Processor and VCS Mechanization

As discussed above system concept 3C us2s a unique device entitled,
the VCS (Voter-Comparator-Switch) that interfaces with the I1/O Processors
and the serial data busses to the ILP's. This section will present a detailed
investigation of the characteristics of the VCS device,

4.5.5,1 IOP-VCS Operation - This section describes the operation of the
Input/Output processor and the voter-comparator-switch both within the
computer and between the computers, Figure 4-19 shows the computer
system with the interface between the computers and the I/O busses de-
picted. Four computers comprise the system, each is shown as being
housed in one physical module, Each computer contains a connection to
one of the four I/O busses in the system. In addition, each computer
contains four other connections: three receive channels, one from each
of the other computers, and one output channel to all the other computers;
it is via these connections that the voter-comparator-switch (VCS) concept
is mechanized.

Figure 4-20 shows the interconnection in greater detail where the
VCS is depicted as a separate entity from Computer 1,

The architecture of the overall system has been designed so that
the computer system may be operated in a wide variety of modes: four-way
voting {all four computers doing the same job, with one or more of the VCS's
voting on the information), three-way voting with the fourth computer dor-
mant or doing a different job, two-way comparison with the other two
computers also in comparison dormant or doing distinct jobs, and four
non-redundant computers. The mode is under the control of the executive
system which is distributed among all the computers. The executive is
redundant, in a distributed sense, to satisfy the FOOS requirement,
Actual control of the mode rests in the VCS device which essentially is
the "front end" of each computer.

A detailed block diagram of the VCS - I0OP section of a computer is
shown in Figure 4-21. The VCS device outputs on one I/O bus; it has as
inputs, the outputs of the four I/O processor sections of the four computers,
As shown, these inputs to the VCS may be used by the voting, comparison
or selectionlogic. The block diagram containing this logic is directed by
a control unit as shown in Figure 4-21. This control unit is further
directed by each of the iour computers. The control unit is the heart of
the VCS in that it must be adaptive to failures of the four computers. The
control unit is designed to function under majority control of the computers.

The computers operate on their own independent clocks, While the

clocks are nominally at the same frequency, there may be some drift
between the computers, Hence, the computers cannot operate in bit sync.
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4,5,5.1 (continued) - (Sync of the clocks was considered, but rejected
due to the difficulty of designing around the FOOS criteria). Relatively
close sync of operation is required when operating in either the voting or
comparison modes, Synchronization of the I/O processors {(and the CPU)
is accompiished by cross communication of the I/0O processors. Each
computer has a channel into the I/0 processors of the other computers.
When synchronization is about to take place, the computers to be synch-
ronized transmit commands to each other via their respective channels.
These commands are decoded and act as interrupts to the I/O processor.
Receipt of the commands from the participating computers synchronizes
the start of the I/O program. I/O processors will have the capability to
mask the synchronizing interrupts thereby preventing failed computers
from affecting other computers. The design of the VCS allows a #1/2 word
(16 bit) out of sync operation of the computers, This is accomplished by
the use of shift registers in each channel from the other computers at the
input to the VCS logic, This tolerance on synchronization allows for
certain contingencies such as allowance for parity errors in memory
operation in addition to the slight drift of the four clocks and similar
occurrences which would be extremely difficult if not impossible to
design around if some tolerance were not available,

The channel buffers in the I/O processor are serial in/out and
parallel out registers that are monitored by decoding logic. This logic
decodes commands and routes the commands and data to the appropriate
destination. A computer may communicate to another computer directly
via tnis channel. This buffer also sends commands destined for the VCS
to the control unit of the VCS and data destined for the VCS is sent out
to the shift registers. All commands and data will contain appropriate
flag bits to be used in routing the transmissions,

Transmissions output by the VCS on the I/O bus are checked by
monitoring the end of the bus. The decoding and routing logic associated
with this channel sends the monitcored information to the appropriate
computers. Upon checking the transmission, the computers can send a
validation to the LP's. In this manner errors on the bus may be detected
and the LP's inhibited from using bad data.

The voting comparison and selector logic and the control unit of the
VCS are described in detail in the next section. Basically, the control
unit contains a "P'" matrix and an "R'" matrix. The "P' matrix is the
permissible states matrix and the "R' matrix is the requested mode
matrix. The "P'" matrix basically is the set of failure indications of a com-
puter on itself {(each computer will contain hardware/software self test
features capable of providing a self failure indication with a specific
confidence, the self test/reconfiguration factors will be discussed separately
in Section 4.5.6), and of a computers opinion of the other computers.
(This is input to the control unit as a command with flag bits). The "P"
matrix is driven by logic that operates under majority control. This
majority control is adaptive to failures in the computer systemn,
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4.5,5.1 {continued} -

The "R' matrix basically is the set of desired operational modes
as input to the control unit from the computers (this is input as a
command). The possible modes are a four way voter, three way voter,
two way comparator, or a selector switch. The ""R'" matrix is connected
to logic that is also adaptive to failures and operates by majority control.

The computers may change the mode of the system by sending
appropriate commands to the VCS. Since majority control is required to
do this, they must be synchronized and all be aware in their executive
of the modes of the system that are to be used or they must communicate
to each other via the IOP's of the desired modes of the system. In any
case, the IOP's must all independently command the VCS of the desired
mode of the system (the VCS adapts to failed computers by masking their
commands).

The "P'" and "R'" matrix of the VCS may be monitored by any of the
computers by commanding the VCS to send their contents to the computer.
In this way a computer can check to see if the proper mode has been set
up before outputting data.

It should be noted here that the initial considerations in design of the
VCS considered using twobuffer shift registers per computer input channel
that provided inputs to the VCS logic. These dual shift registers allowed
a maximum out of synchronism of 1 word in the outputs of the computers.
Difficulty arises however if a failure occurs that results in a failed com-
puter being up to 1 word out of synchronism (faster) then the non-failed
computers. To cope with this situation, a third shift register was added
to each channel. The maximum tolerance on synchronism remains 1 word.
If a computer fails, such that it is less than 1 word out of synchronism
with the non-failed computers then it will not disrupt operation of the VCS.
If a computer is more than 1 word out of synchronism with the majority
then it is automatically defined as failed.

4.5.5.2 VCS Mechanization - The control unit and voter-comparator-
selector logic will be described below. A block diagram of this portion
of the VCS is shown in Figure 4-22,

4.5.5.2.1 P Matrix - The function of the VCS control unit is to connect
the VCS output unit appropriately to receive data from the four computers.
Another function of the control unit is to determine which computers are
good or bad. The control unit consists of two basic functional elements:
The P matrix and the R matrix. The P matrix contains infornation on
the good and bad state of the four computers while the R matrix contains
the desired operating mode of the four computers (4V, 3V, 2CO selector).
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4.5.5.2.1 (continued) -

The P matrix is described below:

AA LAB

U aoaw e

It is seen to be a 4 X 4 matrix, The diagonal elements AA, BB, CC,
DD are the prime information desired from the P matrix (this is what the
R matrix uses). These elements define whether a computer is good or bad
(if AA =1, Computer A is good)., The off diagonal elements AB, BA, etc.,
are one computer’'s opinion of another computer, i.e., AB is Computer A's
opinion of Computer B. In general:
(i,j) = i's test of j
=1 if i tests j to be good
= 0 if i tests j to be bad
The off diagonal elements (i, j) are directly input to the P matrix from the
computers themselves while the diagonal elements are derived from logic
associated with the P matrix.

The logic that derives the diagonal elements will be explained below.
The basic criteria for declaring a computer good or bad is as follows:
A computer is good until either it reports itself as bad (self test/bite signal
from computer = 0) or a majority of the other good computers think it is bad.
The equations that are used to derive the diagonal element will be given
below. Those for computer '""D'" will be given; the equations for computers
A, B and C follow directly.

The register that contains the "D' column of the P matrix, AD, BD,
CD, DD, is as shown in Figure 4-23,
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D Register Logic

The flip flops that contain the terms AD, BD, CD are set directly
by each of the computers A, B and C respectively. The term DD is
derived as shown in the diagram of Figure 4-23, The term '"D" represents
the self test/BITE signal received from computer D. This signal is
""anded" with the contents of DDe, the enable DD flip flop. The one set
and zero set (lIDDe and ODDe) terms for DDe are given below:

ODDe = (AA) (BB) (AD) (BD)
+(AA) (cc) (AD) (CD)
+(BB) {(CC) (BD) (CD)

1DDe = (AD){BD)(CD}{AA)(BB)(CC)
+{BD)(CD)(EZE)(BB)(CC)
+{AD)(CD)(AA)(BE)(CC)
+(AD)(BDY{AAYBBYED)
+(AD)(AA)(BB)(TT)
+(BD)(AZA)(BB}(CC)
+{CD)(AR)(BB)(CC)
+HER)(BB(TT)
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4,.5,5.2.1 {continued} -

The ODDe term represents the adaptive logic of the P matrix. This
allows the system to adapt or mask out failed computers from decision
processes, Note that the DD flip flop must actually be non-volatile (it
could be volatile if the data is also copied into a non-volatile storage,
e.g., plated wire memory) storage since its condition cannot be lost
due to any transients. This results since the adaptive logic can only
handle single failures at a time and an attempt to re-establish the terms
AA, BB, CC, DD after more than one failure can not be guaranteed,

The 1DDe term shows the condition wherein the set of DDe is accom-
plished after repair of the system. Note that 1DDe cannot be derived from
the inverse of ODDe, an attempt to do so could cause the system to 'blow
up'' after three failures. (After three failures the ODDe will go false
and, if 1DDe were derived from this, self test/BITE would have to be
relied upon from all the failed computers) .

The output from the P matrix logic to the R matrix logic is the
good/bad indication of the four computers. If we let

Ti

good state of computer i

Zi = bad state of computer i
rAI‘herm, for computer D
XD = DD
zZzD = BD

The situation when one computer fails, reports the other computers
as bad, but fails to report itself as bad should be mentioned here. Sup-
pose this has happened to computer A, the resultant configuration of the
P matrix is:

A B CD
A 1 040 |0
B BAj1l1jl1 11
C CAjl 11 |1
D DAl |1 |1

If this is the first failure in the system, then BA, CA and DA would
be set to 1, The terms AB, AC, and AD being 0 woulc} have no effect
on the diagonal elements of the P matrix since the logic requires a
majority opinion as explained above. Since a is the bad computer, it is
up to computers B, C and D to insert 0's in BA, CA, and DA (only 2 (?ut
of the three are required); once this is accomplished, the term AA will
be forced to a zero.



C70-171/301

4,5.5.2,1 (continued) -

Note that after two failures, it may not be possible to reach a majerity
opinion in the logic associated with the P matrix. For the third failure,
the primary term relied on is the self test/BITE indication.

4,5,5.2.2 R Matrix - The output unit of the VCS has the capability of
acting as a 4 input voter, 3 input voter, 2 input comparator, or a
selector switch on the outputs of the 4 sets of buffer triple shift
registers as shown in Figure 4-24.

FIGURE 4-24 VOTER-COMPARATOR-SELECTOR

Input A 4-
B Input

C Voter
p_]

Input
Voter

vVCS
Output

2~
Input
Voter

Selector
Switch |——
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4,5.5.2.2 (continued)

The method of switching these inputs is by means of the R matrix,
The R matrix switches the appropriate voter, comparator or selector
to receive inputs from the selected computer(s). The R matrix coupled
with the results of the P matrix (X., Z,) then allows the VCS to function
in a particular mode. For example, the R matrix would be set to:

A B C D
A 1 1 1 1
B 1 1 1 1
C 1 1 1 1
D 1 1 1 1
if the VCS is to work as a 4 input voter, as:
A B C D
A 1 1 1
B 1 1 1
C 1 1 1
D

if the VCS is to function as a 3 input voter between computers A, B, C.

No ambiguity should be presented by the R matrix, for example:

1 1 1
1 1 1
1 1 1

1

would represent a conflict to the particular VCS - that is, whether to
operate as a 3 input voter on computers A, B, C or as a selector output-
ting computer D.

The R matrix decoding logic is designed such that the majority of the
good computers (as defined by X,, Z.) must agree on a particular mode
for that mode to be selected by the R matrix. A computer that will not be
participating in that particular mode is required to insert all o's in its
particular row, This essentially represents a don't care condition; i.e.,
it will go along with whatever mode the others want to operate in.

The R matrix is decoded as follows for a 4 input voter:

4V/ABCD = (rAls)(rBIS)(rCIS) XAXBXC
+ (rA15)(rB15)(rD15) XAXBXD
+ (rAls)(rCIS)(rDls) XAXCXD

+ (rBlS)(rCIS)(rDIS) XBXCXD
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4,5,5.2,2 {continued} -

Where the nomenclature here is:

]

rij; i, j = A, B, C, D representing an element in the R matrix
rik; i = A, B, C,D k = numeric 0-3»15

representing decoded condition of ith row

A three input voter between computers A, B, C would be decoded
as follows:

3V/ABC = (rA14)(rB14)(rC14) XXX

+ (rA14) (rBl4) X

| D)
A%c D
(rC14) XBXC (rDo + ZD)

AXB (rD0 + Z

+ (rA14)(rCI4) X (rDo + Z

+ (rB14)

Similar conditions apply for 3V/ABD, 3V/ACD, 3V/BCD."
A two input comparator between A and B would be decoded as follows:
2CQO/AB = (rAlz)(rBlz) XAXB (rCo + Zc)

+ (rAlz)(rBIZ) XAXB (rDQ + ZD)

Similar conditions apply to 2CO/AC, 2CO/AD, 2CO/BC, 2CO/BD, 2CO/CD.
A single input selector from A would be decoded as follows:

S(A) = (rA8) XA (I'Bo + ZB)(rCO + Zc)(rDo + ZD)

Similar conditions apply to S(B), S(C), S(D)

The additional proviso pertains to S(A) and that is X , must be anded
to the equation., The state of the R matrix must be decoded to obtain:

4v
3V (ABC)
3V (ABD)
3V (ACD)
3V (BCD)

2CO (AB)
2CO (AC)
2CO (AD)
2CO (BC)
2CO (BD)
2CO (CD)
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4.5,5.2,2 {continued) -

S (A)
5 (B)
5 (C)
S (D)

These signals then enable the particular voter/comparator/switch
and determine which lines {computers) are connected. The four input
voter block diagram is:

Where

The three

A
B . ) M
C 4V

D

:D\‘!'D AlX B£ Js(li—_"‘v

M is the voted outpﬁt
AX, BX, CX, DX indicate a discrepancy in lines A, B, C, D
respectively, UDVD indicates an undecidable voter discrepancy

" ABC + ACD + ABD + BCD

M =

AX = ABCD + ABCD
BX = ABCD + ABCD
CX = ABCD + ABCD
DX = ABCD + ABCD

UDVD = ABCD + ABCD + ABCD + ABGD + ABCD + ABGD

where the terms A, B, C, 'D in the above equations are
unecessarily anded with 4V,

input voter becomes:

E—-n-
F ] 3V —> M

G ‘

vy v ¥

EX FX GX 3V
M = EF_+EG + FG
EX = EFG + EFG
FX = EFG + EFG
GX = EFG + EFG

4-62



C70-171/301

4,5.5.2.2 (continued) -

And the two input comparator:

2CO

2CO

Where M
SD

Hon

H
HI + HI

The switching of the input lines ABCD to the lines E, F, G, H, I
is accomplished by means of the switching network:

E = A.3V (ABC) + A.3V(ABD) + A.3V(ACD) + B,3V(BCD)

F = B.3V(ABC) + B.3V(ABD)} + C.3V(ACD) + C.3V(BCD)

G = C.3V(ABC) + D.3V{ABD) + D.3V(ACD) + D.3V(BCD)

H = A, 2CO(AB) + A.2CO(AC) + A.2CO(AD) + B.2CO(BC) + B.2CO(BD)
+ C.2CO(CD)

I = B.2CO(AB) + C.2CO(AC) + D.2CO(AD) + C.2CO(BC) + D,2CO(BD)
+ D.2CO(CD)

and the selector is switched by

M = A.S(A) + B S(B) + C S(C) + D S(D)

4,5,5.2.3 S Matrix - The S matrix contains the error status of input

data to the voting and comparison logic discussed above (4V, 3V, 2CO):

A B C D

v Nel:l 2

The S matrix is a 4 X 4 matrix, a 1 X 4 matrix is all that is required to
indicate any errors in data from computers A, B, C or D. However, to
allow the computers to reset the matrix to zero, the row (1 X 4) is re-
peated three times thereby resulting in a row for each computer. Therefore

=2, =3,j=4,j
, j = any errors in data from computer j
For computer A, j =1 and from the above discussion,

1

1, 1 = AX + UDVD + EX {3V(ABC) + 3V(ABD)
+3V(ACD)§ +SD RCO(AB) + 2CO(AC)

1 j
1, ]

+ 2CO(AD
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4,5.5.2.3 ({continued) -

It can be seen that in a voting mode the logic will detect which computer
disagreed with the majority, whereas in a comparison mode the logic will
set two bits if a discrepancy exists.

4.5.5.2.4 VCS Communication - The VCS contains three matrices as
described above. Each of these matrices may be sampled under command
from the computers. All 16 bits of the matrix are sent to the computer

if sampled. The computers can also set the matrices. However, the
elements that they can set are limited,

P matrix: each computer can set the non diagonal elements in its row
R matrix; each computer can set its row

S matrix: each computer can reset its row
4,6 RECONFIGURATION ANALYSIS QF CANDIDATES
4,6.1 Introduction

Previous studies have resulted in two computer system configurations
(Section 4.2} and for each configuration four computer inte rnal organizations.

This section presents the evaluation of these eight configurations with
respect to the general procedures used for fauit detection and reconfiguration,

4.6.2 Computer System Level

4.6.2.1 General - At the computer system level there is little to be done
in the area of fault detection and reconfiguration without discussing the
computer internal organization. Consequently the discussion at this level
will be brief. The two principal areas of interest are the use of voting on
output data to detect failures and reconfiguration at the computer level to
satisfy the FOOS criteria,

4,.6.2.2 Output Data Voting - As indicated in previous sections, voting
on independent, redundantly computed output data is the only method which
will provide 100 percent confidence of detecting a failure, Self-test
techniques do not provide 100 percent detection of failures. Given the two
computer system configurations, the voting will be performed at the local
processor in configuration ZB and at the computer in configuration 3C,
The voter itself may be mechanized with either hardware or combined
hardware/software techniques. In either case it is assumed that the
voters are functionally the same.

When the voting is performed at the local processor (LP), as in

configuration 2B, each LP wiil be voting and adapting independently of
every other LP in the system. If the four computers are each executing
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4,.6,2,2 (continued) -identical programs in parallel, there is little
difficulty posed by this situation. Each LP may switch to any one of
the computers as required without affecting any other LP. If less than
quadruple redundant computations are being performed then the com-
puters must be notified of any failures detected by any one of the LPs,
If all LPs report the same failure at the same ¢ime, a decision to use
the fourth computer is obvious. If a2 failureis reported by less than all
I.Ps, then several questions should be answered before reconfiguring
the fourth computer. For instance, if only one LP voter reported a
failure, this could imply that,

1. The voter failed.

2. There was an intermittent bus failure,

3. The computer failed such that it only affected the output data
to that particular subsystem,

4. Or, if input voting is not performed, an LP/subsystem
may have failed causing different input data to be trans-
mitted to the different computers, thereby making the
output data inconsistent.

To detect the voter failure, the computer would rely on the LP
self-test, redundant LP feedbacks, or pericdic tests by the computer,
i,e., the computer would send data forcing all combinations of possible
votes and examining the results from the LP, Situation 2, the inter-
mittent bus failure, would be identified (if not by a bus self-test or error
coding scheme) by requiring that a failure be detected at least twice
sequentially before adapting the voter. In the third case where only data
to a single LLP was erroneous due to 2 computer failure, the computer
self-test may detect this or a computer failure could be assumed once
the bus and LP have been cleared of any fault. The fourth situation
can be eliminated by input voting.

Only if the computer has failed would computer level reconfiguration
be initiated. It is assumed that a ""hard' bus failure would affect all LPs
on that bus and would be indicated by all voters in the system receiving
data during that program cycle. The reasons for investigating the nature
of the failure before reconfiguring is to make maximum use of the fourth
computer for non-critical computations before reconfiguration is required.

In configuration 3C voting would be at the computer interface, con-
sequently, with proper isolation, bus and LP failures would not cause an
erroneous vote on the output data. Whereas in configuration 2B the voter
at the LLP selects the correct set of data at the time of its receipt, in
configuration 3C the voter selects the data prior to its transmission.
When the computers have verified, via feedback, that the data was trans-
mitted correctly they will validate the data for use by the LP. If a faulty
transmission occurred, it could only have been the fault of the voter or
bus. In this case the computers would select a second voter /bus and re-

transmit the data. The LPs will be aware of the situation by the absence
of the valid data indication with the original set of data.
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4.6.2,3 Computer Level Reconfiguration - The four computer system
can be operated in two ways. One way is for all four computers to execute
identical, complete programs in paraliel. In this instance the voter
determines which set{s) of data not to use. In configuration 2B the LPs
will vote on and select the data sets. In configuration 3C the computers
will vote on and select the data sets.

The second way is for three computers to be executing identical
programs in parallel while reserving the fourth computer as backup.
This allows the fourth computer to be used for non-critical data compu-
tations prior to the first failure, (Based upon sensitivity levels (Section 4. 2)
some functions could be computed in fewer than three computers. Re-
configuration of these functions {s analogous to reconfiguring triple redun-
dantly computed functions.) In this mode of operation the voter detects
the failure, directs the use of one of the remaining two good sets of data,
and begins reconfiguration procedures for bringing the spare fourth
computer on board. Since the fourth computer is required to satisfy
the FOOS criteria, the critical programs must be resident in its memory.
Other sources for loading the program, such as mass memory or another
computer's memory, will not be used to configure the fourth computer after
the first failure. These other sources may be used in reconfiguration
procedures following subsequent failures since the FOOS criteria will
already have been satisfied.

Assuming that the critical programs are resident in the memory of
the fourth computer, the modifiable parameters will be the only data
required to complete configuration of this computer. A modifiable
parameter is any word in memeory that is not constant during the course
of executing the program. This set of parameters includes all external
input data plus internal flags, codes, modified instructions and intermediate
computational data that is calculated and saved by the program for use in
any subsequent computation cycle. Some parameters may be modified
during the course of a single cycle but are either not required for subsequent
cycles or are reinitialized to a fixed value prior to any subseguent use.
These parameters are not included in the set of modifiable parameters
required to configure a spare computer. Configuring a spare computer is
discussed later in more detail {Para.4.6.3.2.1)

Once the fourth computer is configured to perform the redundant
computations the voter will be directed to adapt to include the fourth
computer and exclude the failed computer. This method assumes that
the minimum time between failures is greater than the time required
to configure the fourth computer.

4.6.3 Computer Internal Organization Level

4.6.3.1 General - Four computer internal organizations will be con-
sidered. Two organizations are of the multicomputer type, the other
two of the multiprocessor type (Section 4.3.2}). In each of the two types
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4,6.3.1 {continued) - of organizations, one version is non-modular,

i.e., no spare modules are available to the computer system, and the

other version is modular. Since the non-modular organizations are

special cases of the modular organizations, they will be treated secondarily.

4.6.3.2 Modular Multicomputer - The primary characteristic of the
modular multicomputer organization is the availability of spare modules
(memories, processors, and IOP's) associated with each individual
computer (Figures 4-25 and 4-26). The communication path between
two computers in a compartment is the same as between compartments,
namely, the serial bus system or the high speed bus.

The following discussion and Paragraphs 4.6.3.2.1 and 4.6.3.2.2
assume that system configuration 2B is the one implemented unless other-
wise stated, The distinguishing characteristics of configuration 3C will
be discussed (Paragraph 4.6,3, 2. 3) after configuration 2B.

In configuration 2B each bus to the system is dedicated fo a single

computer IOP. Consequently if that bus or the IOP(s) associated with

that computer have failed, the computer and its associated modules are
lost to the system until repairs are made. As mentioned previously
(Paragraph 4.6.2,2), the LP's vote on the validity of the data being output
by the system and report back to the computers. When a bus fails the

LP's will be unable to notify the concerned computer directly. The current
definition of bus operation is that the end of a data transmission to an LP
would cause the LLP to automatically transmit status information. Hence
bus failures would be detected indirectly by lack of this response. Also,
by requiring the LP's to report to each computer the status of all computers,
the bus failure can be made known to the concerned computer indirectly

by its monitoring of the other buses,

The most obvious change required after a failure has occurred is to
adapt the voter, Upon detecting the failure, the voter will automatically
notify the LP to use one of the consistent sets of data. But before switching
the vote to a new set of output data several other items must be taken into
account. If the failure was due to an intermittent problem, such as noise
on the bus, then the next subsequent votes on that data set should pass and
adapting the voter is undesirable, It is assumed in this case that the com-
puters are voting on the validity of input data. If the noise affected input
data, the computer would recognize this and use the good data that was
transmitted on one of the other busses. In this manner, the parallel
computations of the three computers will always use the same input data
even though one of the busses may have experienced a failure. If input
voting is not used, then any erroneous data, even intermittent errors,
used by a particular computer could cause that computer to have erroneous
data from that point on unless the other computers can somehow correct
the situation. The other items to consider before adapting the voter is the
state of the spare computer/bug, Until the spare computer is configured
to perform the redundant computation there is no requirement to adapt
the voter.
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4.6.3.2.1 Configuring a Spare Computer - Once the failure has been
dete rmined "hard", the next step to reconfiguring is to configure the
spare computer, if there is one, to pick up the critical computations.

It is assumed that the spare computer was idle or being used for non-
critical computations at the time of the failure. The first task will be

to load the gspare computer’s memory with the critical programs if they
are not already resident in memory, Ezxcept when the computer is re-
quired to satisfy the FOOS ceiteria {Paragraph 4.6.2.3), the load source
for the programs will be either the mass memory or the memory of one of
the remaining good computers in the system. The former load method
would be used when possible since the latter method would be more time
consuming and would require participation by another computer,

As stated previously (Paragraph 4.6.2. 3}, the fourth computer is
required to have all critical programs resident in its memory., As
depicted (Figure 4-25) the modular multicomputer has two 16K memory
modules for the critical programs and one 16K memory module for a
spare. It is assumed that the spare 16K memory module would ¢ontain
the non-critical programs and would be switched into the associated
processgsor and IOP. The other two 16K memories would contain the
critical programs and would be switched off or protected from any modi-
fication. The non-critical computations would include a routine to monitor
the results of the voting being performed on the otherthree computers'
outputs. When this routine determines that a failure has occurred it will
switch in the memories containing the critical routines and will begin
execution of a reconfiguration routine, This switching does not require
the consent of the other computers since if it occurs inadvertantly or
does not occur when required then that computer has failed and will be
counted against the FOOS criteria. Also, the fact that it has or has not
switched will not affect the other computers or LPs. If the computer
being configured is not the fourth computer then it has already failed and
probably has no spare memory available and must load the critical programs
before proceeding.

Once the critical programs are in memory, the spare computer's re-
configuration routine will request transmission of all modifiable data
(Paragraph 4.6. 2. 3) from the remaining good computer(s). This transfer
of data is one of the more critical procedures required for reconfiguration.
Two communication paths are available, the serial bus and the high speed
bus. The high speed bus wiil normaily be used for computer-to-computer
communications.,

If after the spare computer has been configured, the voter indicates
that the spare is failing a second attempt to configure the spare will be
attempted. However, this time the modifiable data will be transmitted
via the serial bus network. {it is assumed that the high speed bus is not
subject to the FOOS criteria and hence cannot be the sole means for con-
figuring the fourth computer after the first failure. This switching to the
serial bus, which is subject to FOOS criteria, will insure that satisfaction
of FOOS is not jeopardized.)
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4.6.3.2.1 {continued) -

Whichever bus network is used to communicate the data, since they are
both subject to noise errors, it seems reasonable when configuring the spare
computer, that the two remaining good computers transmit the required data
in order that the spare computer could compare them for discrepancies.
These would be resolved before reconfiguration could be completed. As
previously pointed out (Paragraph 4.6.2.3), modifiable data which is not
required as an input to any subsequent computations need not be transmitted
irom the other camputers,

One technique frequently suggested for recovering after a failure is
called '"'rollback". Rollback varies depending upon the system but in general
it consists of retaining a known good set of data from one computation cycle
so that if on the next cycle a failure should occur the programs, upon recovery
will "rollback' to the good set of data to resume computations. This technique
is not necessary in a system in which redundant computations are made.
Given the ground rule that simultaneous failures will not occur, data from
the current computation cycle are always available from one of the other
computers. In addition, if one computer used rollback, all computers would
have to rollback with it to maintain the consistent, redundant data required
for wvoting.

If the amount of modifiable data required to "'restart' a computation
is so great that it cannot be transmitted during the period of the highest
rate cycle, then the reconfiguration routine will decide which data for
each rate will be transmitted in which cycle,

E.g., suppose that the routines calculate and/or sample data at
three rates, 8, 4, and 2 times per second. Then, the calculations over
a one second period for the data would occur as follows:

Cycle Fraction of Second 8/sec(X) 4 /sec(Y) 2/sec{Z)

1/8 Z
2/8
3/8
4/8
5/8
6/8
7/8
8/8

OO0t W=
B4 54 54 XK D4 D9 D4 4
T

Y

Suppose that three cycles are required to send the total mount of
modifiable data (X + Y + Z) to another computer., If the request for
transmission occurs in cycle 2, then some or all of data set Z can be
sent during that cycle. During cycle 3 the remainder, if any, of data
set Z can be sent, but none of data sets X or ¥ can be sent since they
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4,6.3.2.1 (continued) - will change in the next cycle which we have
assumed is required to complete transmission, Consequently X and ¥ data
sets must be sent during cycle 4. If the total of X and ¥ is too great for
transmission during that one cycle then additional cycles will be required.
In this example, if cycle 5 were required to complete transmission of ¥ and
Y we see that data set Z has changed again and consequently the first trans-
mission is no longer useful. The reconfiguration routine will have to
analyze the situation first and in this case would send all or part of data

set Z in cycle 5, the remainder of Z and all or part of ¥ in cycle 6, and
the remainder of ¥ and all of X in cycle 7. This sample also points out
that sufficient spare transmission time for all of set X must be allowed in
every 1/8 second cycle, for all of X and Y in every 1/4 second period, and
for allof X, ¥, and Z in every 1/2 second period.

Once the transmission of the set of modifiable data has been accomplished,
the computer being configured will begir normal computations on the next
cycle and the two remaining computers will now send a ballot to the voters
to direct them to adapt to include the fourth computer'’s data and exclude
the failed computer's data.

4.6.3.2.2 Reconfiguring a Failed Computer - After the spare computer
has been configured the triple redundant computations are available to

-the system and further diagnosis, isolation, and reconfiguration of the
previous failure can now proceed without interfering with the system
operation. In most cases the failed computer can be performing self-test
during the time that the fourth computer is being configured. In the
modular multicomputer system, if one were to assume that a spare
memory, p rocessor, and 1/0O processor were available, then isolation
could possibly be accomplished by substituting the spare modules, one-at-
a-time, for the previously operating modules. This method has at least
one shortcoming. Since the spare modules have not been involved in the
triple redundant computations, it is possible that one or more of them have
already failed, but have gone undetected, prior to the operational module
failure, A self-test performed by software is effective but certain failures
could render this means completely inoperative, Self-test of the failed
computer by another computer is attractive but implies that the other
computer can control the failed computer. If control by another is allowed
it becomes possible for a failed computer to cause a failure in a good
computer by erroneously exercising this control. This cannot be allowed.
Majority voting by the remaining computers to control a given computer
offers protection against this situation, but it introduces additional
complexity which does not seem justified for self-test and diagnosis,

The self-test should be a combination of hardware and software
techniques. Two principal hardware items are built-in-test {BIT) and
a reconfiguration module. The BIT is normally a hardware check on the
program execution based upon timing characteristics. BIT usually consists
of a watchdog timer of a preset period {about 1 second) which operates
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4,6.3.2.2 {continued} - independently of the computer. The program
would be written such that it sends a specified code to the BIT at least
once every period of the timer. If during any one timer period the code
is not received, the BIT will indicate that an error has occurred.

The purpose of the reconfiguration module (RM) is to assure control
of the reconfiguration process whenever the BIT indicates that a failure
has caused the processor to lose control,

Upon system initialization the computer program will send information
to the RM telling it which processor, memory, and IOP are available as
spares. This information is essentially a pointer for the RM. The normal
operation is then resumed by the active computer. If a failure now occurs
which triggers the BIT error signal, indicating that the processor is no
longer in control, the RM will automatically switch on the spare modules
to which it was pointing and switch off all other modules. In addition
it will indicate a starting location (probably by an interrupt signal} for
the processor and memory just switched on. This starting location will
be the beginning of a self-test and reconfiguration routine which must be
resident in the spare memory. These routines would reset the BIT net-
work and perform self-test of the newly configured computer, If this
test passes then the modules operating at the time of the failure will be
tested.

While testing the other modules the RM pointers will still indicate
the original set of spare modules, This is to protect against the failed
module bringing down the computer when it is switched on to be tested.

If the failed module brings down the computer, the BIT timer will detect
it and the RM will return to the original set of spares., By setting
appropriate flags the self-test will know that the last module it switched
on caused the failure which triggered the BIT. Self-test will be able to
switch in memory modules one-at-a-time for testing but cannot switch

on the processor since both processors cannot be on simultaneously,

To test the processor the self-test will connect it with a good memory
module not used by the self-test. It will then turn on the processor

to be tested and turn its own processor off, (Note: Hardware is required
to effect this simultaneous switching of processors.) The memory module
being used for this test will have already been tested and loaded with

a special routine by the spare processor. Again, if the BIT is triggered
by this change, the RM will reconfigure the computer back to the original
spare modules. If BIT is not triggered, then the special routine will
test the processor further, If it is good then the spare memory (to which
the RM is still pointing) will be connected. The program will return to
the reconfiguration routine in the spare memory to test the IOP,
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4,6.3.2.2 (continued) -

Cnce the failed module haz been located, the remaining modules
can be configured into a complete computer and the critical programs
reloaded from either mass memory or another computer. The RM will
also have its pointers directed by the program to any good modules
which remain and which, if possible, are not used in the current con-
figuration, The RM could also be directed to modules which are in use
but this would only be done if no more spares are available. This re-
configured computer is8 now an operable spare and can be configured when
needed in the manner described previously {Paragraph 4.6,3.2.1).

The presence of spare modules in a computer requires that a
"regsources table' be maintained. This table would list all modules
available and as moduleg fail, the reconfiguration routine will remove
them from the table so that subsequent reconfigurations will not use
them. Since modules can be repaired or replaced by an operator, a
means for him to update the resources table must be available,

If the failure was such that the computer is still grossly operable,
such as an IOP failure which affects external inputs and outputs, the BIT
will not detect the failure nor cause the RM to reconfigure. In this case
the self-testportion of the normal program would be relied on to isolate
the failure. The reconfiguration program would cause the failed module
to be replaced by a spare, would update the available resources table,
and report the new status to the other computers,

Reconfiguring a failed computer with a memory .mnodule that is not
large enough for all critical programs is a possibility. This will not be
considered at this time since it would be a much more difficult procedure
and would only operate in a degraded mode,

In summary, the test diagnosis and reconfiguration internal to a
given computer is autonomous and is a combination of hardware and
software techniques using one-at-a-time replacement methods if necessary
to determine the fault.

4.6.3.2,3 System Configuration 3C - As mentioned previously, the
above discussions {(Paragraphs 4,6.3.2.1 and 4.6.3.2.2) assumed that
system configuration 2B was in use, If 3C (Figure 4-26) had been used
there would be little difference., The major difference is that the voter
is now at the computer instead of the LP and that a bus failure does not
remove a computer from the system.

Again, input voting or a single source of input data is assumed to
assure that discrepancies in output data are a computer fault. In con-
figuration 2B every LP was a voter which posed a problem when all
LPs did not agree on the vote. In configuration 3C this problem is re-
duced somewhat but not eliminated since voting is done on data sets and
the failure may only involve a single data set rather than all data sets.
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4,6.3.2.3 {continued} -

The primary advantage and reason for considering configuration 3C
is the fact that it is the only one which can potentially reduce the number
of busses required and consequently the voting complexity at the LP.

It will be agssumed for this discussion that the four computers are such
that three are triple redundantly computing critical functions and are
communicating with the system via a single bus. The fourth computer
is used as a spare, is compuiing non-critical data, and is utilizing a
different bus than the other three computers,

Initially the three comnp uters are transmitting the redundant data tc a
voter which may be mechanized with hardware and/or software, The data
is compared and a consistent data set is transmitted from the voter,

Since the voter transmitter could fail it is necessary to verify the data
on the bus. It is proposed that this be accomplished by making the bus
loop, beginning and ending at the computer system, such that each of the
three computers can examine the transmitted data and compare it to its
own data. The voter will be contained in the computer, hence any
failure of it constitutes a computer failure to be counted against the
FOOS criteria.

Since a failed voter transmitter can send invalid data to the LPs a
majority consent ''valid data' indicator must also be sent. The LPs will
not use the data until this indicator is received as the last word of the data
block. If erroneous data was sent then the voter/transmitter or bus is at
fault and the computers would switch to a second voter/transmitter and bus,
The LPs will recognize the need to switch busses by the absence of the
valid data indicator at the end of the data block. The computers will re-
transmit the correct data on the second bus. Redundant data could be
sent on a second bus in this configuration, but that defeats the main ad-
vantage of this configuration. ’

If a computer has failed then the voter will detect the discrepancy
in the output data, switch to transmit one of the consistent sets of data,
and report the failures back to the computer system,

When a computer failure is reported by the voter the reconfiguration
of the spare computer takes place as previously described (Paragraph
4,6.3.2.1). When the spare computer has been configured, computer
commands will cause the voter to adapt to switch out the failed computer
(Paragraph 4.5, 5) and begin voting on the spare computer's data,

If the failed computer happens to be the one performing the vote,

then the computers would agree to switch to another computers's voter
to leave the failed computer completely free to reconfigure internally.
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4.6.3.3 Non-Modular Multicomputer - The non-modular multicomputer
(Figure 4-27) consists of a processor, IOP, and a single memory module.
If the four computers are used such that one is a spare prior to the first
failure, then the operation is similar to that previously described
(Paragraph 4.6.3.2.1)., ({Critical programs will be resident in the

fourth (spare) computer, thus non-critical functions can only utilize

the left-over memory.)
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FIGURE 4-27, CONFIGURATION 2B WITH MULTICOMPUTER

The principal characteristic is that there is no computer internal
reconfiguration possible. Once a computer has failed it is no longer
available to the system, nor are any of its modules.

In the modular multicomputer the RM was necessary to switch spares
into the system whenever the processor lost control and was unable to
perform that function. Since the non-modular organization cannot have
spares the RM is unnecessary, The BIT would still prove useful as an
additional form of self-test, The BIT error signal could be used to turn
power off to that computer or to inform the other computers or an operator
of the failure, Self-testis required to isolate a fault when the system is in
the safe condition., It will also furnish inportant diagnostic data for use
when servicing the computer.

Since no recohfiguration is possible, the only routines required are
those for configuring the fourth (spare) computer after the first failure,
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4,6.3.4 Modular Multiprocessor - The modular multiprocessor organi-
zation combined with system configuration 3C is shown {Figure 4-28) with
spare memories, a spare processor and a spare IOP, The spare modules
represent the capability of the system to be expanded and are not necessarily
suggested for the system. The following discussion assumes use of system
configuration 2B except where noted and will assume spare modules to show
the full capability of this system.

The multiprocessor differs from the multicomputer in that every
memory module within the compartment is accessible to every processor
and to every IOP in the compartment. Lockout protection must be provided
to prevent one processor and/or IOP from interfering with the other
processor and/or IOP operation and memory data. Since the FOOS criteria
requires triple redundant computation, the operational use of the multi-
processor would be nearly identical to that of the multicomputer, and in
fact does not fall under the nocrmal definition of "multiprocessing."

In system configuration 2B, the voting will still be performed by the
local processors. When a failure is detected, the fourth computer, again
assuming that it was serving as a spare, will be configured in the same
manner as described for the multicomputer organization (Paragraph 4.6.3.2.1).
Even though one computer can access data directly from the adjacent
computer's memory there is no advantage, since for reconfiguration,
as was previously stated (Paragraph 4.6.3.2.1), two redundant sets of
modifiable data will be requested and compared to detect transmission
errors, This means that communications with the other compartment
are required and are the same as for the multicomputer organization.

The computer internal fault diagnosis and isolation is also similar to
the multicomputer operation (Paragraph 4.6.3.2.2), Itis more complex
because of the many different communication paths to be checked and
because of the additional modules to be tested and their history recorded.
If the normal self-test does not detect and/or isolate the fault, then
substitution of spare modules may be attempted to determine the fault,

Whereas the modular multicomputer required a reconfiguration module,
the second operating processor in the compartment will serve this function
for the multiprocessor. Loss of control by a processor will still be in-
dicated by a BIT network.

This control by one processor over the other introduces perhaps
the most critical problem associated with the multiprocessor. The modules
comprising two computers are not electrically isolated from each other
as they are in the case of the multicomputer. Consequently, devising a
means of protecting against a failed computer (processor, memory, 10P)
from 'failing' its adjacent computer is necessary as was indicated by the
preliminary design considerations of Paragraph 4.5.2.3. For reconfigura-
tion it is very desirable that software be able to control the "lockout. "
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4,.6.3.4 {continued) - To do this safely would require some type of voting
process . Either a majority of the computers would have to issue the
commands or perhaps the logic to issue that command could be based upon
the other computers supplying some information. Some hardware features
might also be introduced. One feature in particular seems worthwhile.
That is to have the BIT associated with a processor disable the capability of
that processor to issue commands and to release all modules associated
with that processor whenever a BIT detected failure occurs.

The fact that any memory module may be connected to any processor
or IOP in the same compartment has a definite benefit over the multi-
computer organizations, A single spare memory module can serve as
backup for either of two "computers', Also, any good modules of a
failed computer can be used as spare modules for the adjacent computer.
For example, the non-modular multiprocessor cannot be reconfigured
after the first failure. But should the adjacent computer subsequently
fail, it could possibly reconfigure using the good modules of the previously
failed computer in the same manner that the modular multicomputer uses
spare modules.

In summary, the multiprocessor organization has virtually no affect
on the operational programs since they will be operated in a multicomputer
manner. Switching of modules is more complex but is offset by the
advantage of providing a more flexible system in comparison to the multi-
computer system. This added flexibility increases the complexity of the
reconfiguration software because of the additional paths possible,

The self-test for the multiprocessor is almost identical to self-test
for the multicomputer. Some additional testing will be required because
of the additional "lock out'" logic and other hardware features required.

The self-test and reconfiguration of the modular multiprocessor in
system configuration 3C will be slightly more complex than configuration
2B since the self-test will have to test the voter/switch.

With the multiprocessor, one processor/memory can transmit on
a second bus by switching to the adjacent IOP. In 3C any IOP can trans-
mit on any one of the four busses as long as the corresponding voter/switch
is operating. This ability to transmit data on the busses from the other
compartment provides the only additional reconfiguration paths but these
will be routed automatically by the voter/switch in most cases. The
computers will have control of the voter switch to cause it to adapt after
a failure or a reconfiguration and also for self-test purposes,

4.6.3.5 Non-Modular Multiprocessor - The non-modular multiprocessor
can only be reconfigured after the adjacent computer has failed, and then
only if the same module (memory, processor, IOP) did not fail in both.
Reconfiguration in this caseis relying upon two failed computers to re-
configure themselves into one good computer. To gain confidence that

any reconfiguration can be accomplished, it seems reasonable that the
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4.6.3.5 {continued) - reconfiguration paths be determined prior to the
second failure within the compartment and the information relayed to the
computers in the other compartments,

IOP failures, since they don't offset the self-test or reconfiguration
ability of the processor/memory can be handled autonomously by a multi-
processor . If the first IOP fails, its own processor/memory and the
adjacent processor/memory both are aware of it and are capable of re-
configuring. If the second failure is the other IOP, no reconfigurationis
possible. If the seomnd failure is either a processor or memory, there
remains a second processor/memory combination capable of analyzing
the situation and reconfiguring, assuming that agreement to reconf1gure
can be obtained from the other compartment.

Memory or processor failures frequently eliminate the processing
capab111ty of the "computer' and consequently remove it from partakmg
in the reconfiguration process. An example will help clarify this, '
Suppose we have the situation pictured below {Figure 4-29),

FIGURE 4-29 NON-MODULAR MULTIPROCESSOR RECONFIGURATION

Computer 1 Computer 2
P2
M1 M2
opP 10P

Assume the first failure to be Pl. As soon as the voter indicates
this failure, "computer 2' analyzes the failure and isolates it to P1.
It knows that if P2 fails no reconfiguration is possible, If either IOP
fails, then P2/M2 can detect this and reconfigure without outside help.
But if M2 fails, then P2 must be connected to M1, But a program in
M2 cannot be relied upon to do this since it has failed, However, if
after Pl failed, "computer 2" detected this and reported to the other
compartment computers of the failure; then when the next failure occurs,
the other compartment recognizes it and causes the one possible recon-
figuration to take place. However, since a majority agreement is required
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4,6.3.5 (continued) - to switch and since the other compartments
may also have experienced a failure, to get a majority requires
“"computer 2" to vote on the switch., The switch would have to retain
that information until the computer in the other compartment sends
confirmation of the "‘computer 2" failure, at which time the switching
will occur.

Another possible means of treating this situation is to provide a
fixed program capability (a small read-only memory) in each processor
for a minimal reconfiguration routine, This would essentially provide
the processor some independence from the memory for reconfiguration.
In the above example, once '"computer 2'' detected the failure in Pl,
it would notlfy the reconfiguration program and the other compartment,
Now if M2 fails, the processor, P2, and at least one computer in the
other compartment can vote on the reconfiguration path.

In summary, the non-modular multiprocessor cannot be reconfigured
internally until after two failures have occurred in the same compartment,
which means that as many as three computers may fail before reconfigura-
tion is possible. Since two failures had to occur in the same compartment,
reconfiguration becomes more complex because additional information is
required irom either the other compartment or another device, such as a
fixed processor program, to confirm the reconfiguration path,

4,.6.4 Other Considerations

In the above discussion it was always assumed that the basic operation
was three computers processing redundant programs in parallel using the
fourth for badc ~up and for processing non-critical programs., For
functions of error sensitivity 1 or 2 (Para, 4.2.3.1.1) the computations
may be single or double redundant. If a failure occurs in one of these but
does not affect any triple redundant computations, then the function would
be assumed by the other computer(s) involved in the triple redundant com-
putations before calling on the fourth computer, So that this level of re-
configuration is essentially a function of the software rather than the
hardware.

In every situation, except possibly for quadruple redundant computations,
it is assumed that the computer system is directing the voter as to how many
and on which lines the vote is to be based.

One may get the impression that the two modular organizations are
more flexible than the non- modular organizations because the previous
discussions always assumed spare modules were available. It is quite
possible that spare modules will not be provided, but the modular organi-
zations will still be the more flexible for the following reasons:
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4.6.4 (continued)

The non-modular organizations as described (Section 4. 5) have only a
single 32K memory per processor, The modular organizations have
several memories totaling 32K, such as two 16K modules, In the case
of the multiprocessor organizations, if it is non-modular two memory
failures in a compartment will preclude any reconfiguration. If it were
modular with two 16K memories, then a single memory failure disables
one '""computer' but the remaining memory module is now available as a
spare to the adjacent '"computer'., This advantage is not present in the
multicomputer organization because the computers are electrically
isolated. Modules of one computer can never serve as spares {or the
adjacent computer for automatic reconfiguration.

There is another possible advantage of the modular organizations.
In the non-modular organizations, a single memory failure may disable
all computing capability of that computer, In the modular organization
the failure of one memory module does not necessarily completely disable
the computer since it can operate out of one of the other memory modules,
assuming that appropriate hardware controls are provided. This could
prove quite useful for self-test after a failure. By programming self-
test routines in each of the memory modules, it is possible to diagnose
the or1g1na1 memory failure and also maintain surveillance of the re-
maining modules until being manually serviced,

LA

4.6.5 Summary

The simplest operation and reconfiguration is using the non-modular
multicomputer in a quadruple redundant fashion. This satisfies the FOOS
criteria but provides little or no spare computing capability and no re-
configuration capability except for discarding failed computers.

The modular multicomputer and non-modular multiprocessor appear
to be of about equal complexity with the multiprocessor leaning toward
software to accomplish reconfiguration and the multicomputer toward
hardware with its reconfiguration module.

If no spare modules are provided then the modular multicomputer
is essentially identical to the non-modular multicomputer. The modular
multiprocessor with no spares does have additional reconfiguration paths
over the non-modular multiprocessor (Section 4. 6. 4).

The self-test required for diagnosis and isolation to a computer module
is not significantly different in any system except for adding tests for
additional hardware such as a voter/switch in the 3C configurations or
switches required by the multiprocessors and modular multicomputer.
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4.6.5 {continued}

The reconfiguration routines expand in size and complexity as the
number of reconfiguration paths increases. Only the modular multi-
computer with spares appears to require the hardware mechanized
reconfiguration module,

Assuming complexity of the reconfiguration software is not the
deciding factor, then the modular multiprocessor appears to provide
the maximum number of reconfiguration paths without the addition of
spare modules,

4.7 QUANTITATIVE DATA FOR CANDIDATE COMPUTERS

4.7.1 Introduction

Section 4. 5. 2 defined the four internal computer organizations
and Section 4. 5. 3 defined the architecture to be used to mechanize
each organization. This section will present the quantitative data for
the candidates which will be used in Section 5 to conduct the evaluation
‘of the candidates. The estimates for the candidates were derived
using current state-of-the-art technology techniques at Autonetics.
This approach enabled the derivation of accurate data for the evaluation.
Two technology approaches were used in these estimates as were defined
in Section 4.5.4.

The numbering system used in describing all of the candidates will
be given below:

Computer Organization:

1: Non-modular multicomputer
2: Modular muiticomputer

3: Non-modular multiprocessor
4: Modular multiprocessor

System Concept:

1: Without VCS (concept 2B
in Section 4, 2)

2: With VCS (concept 3C in
Section 4.2)

Technology:
C: Conventional {magnetic memory
and conventional packaging)

A: Advanced {semiconductor memory
and advanted packaging.)
1

BN e}
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4.7.2 Physical Characteristics

The physical characteristics will be given for the modulés that
comprise the organization (processor, memory, IOP, VCS) for each
of the two technology approaches,

4.7.2.1 Processor Module - The architecture of the processor module
is given in Section 4.5.3.1. Based on typical past designs of aerospace
computers with this architecture, the physical characteristics were
estimated. MOS/LSI technology was used for the logic in both technology
approaches, A detailed description of the MOS/LSI devices used in the
estimate is given in Appendix 5 of this volume. The estimates were
derived for two types of processor modules; a basic module for the non-
modular computer organizations {1l & 3) and a basic plus delta module .
for the modular computer organizations (2 & 4). The hardware estimates
are given below in Table 4-2, :

TABLE 4-2 PROCESSOR MODULE MECHANIZATION

Processor Module Components -~ ¢

Basic 46 MOS/LSL”

2 Hybrid thin film
30 Bipolar MSI IC
50 Discrete

Basic + Delta 46 MOS/LSI
2 Hybrid thin film
46 Bipolar MSI IC
82 Discrete-

For the conventional technology approach the processor module is
on one 8'' x 12'" multilayer {6) board with a 174 pin connector. Parts aré
mounted on both sides of the board individually with the exception of the
hybrid thin film circuits.

The advanced technology approach for the processor module is on one
6" x 8: printed circuit board. The arithmetic and control functions use
beam-leaded MOS/1LSI devices mounted uncased (see Section 2.3). on a
2" x 2" ceramic substrate. Three of these substrates are used. :The -
clock buffers and interface circuitry are contained onhybrid thin film
circuits.

4.7.2,2 IOP Module - The architecture of the IOP was briefly described
in Paragraph 4.5.3.3. In addition, the IOP contains one master serial
channel receive/transmit), three receive-only serial channels, and a built-
in test timer for self check purposes, As for the processor module, two
types of IOP modules were estimated; a basic one for organizations 1 & 3
and a basic plus delta module for organizations 2 & 4, Based on previous
designs for aerospace I/O processors, the following estimates were made
as shown in Table 4-3,
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4.7.2.2 (continued)

TABLE 4-3, IOP MODULE MECHANIZATION

10P Module

Basic 21 MOS/LsI
1 Hybrid thin film
36 Bipolar MSI IC
89 Discrete

* Basic + Delta 21 MOS/LS1

s 1 Hybrid thin film
48 Bipolar MSI IC
121 Discrete

The puackagir‘ng is the same as for the processor module, the con-
ventional technology uses a 8" x 12" MLB and the advanced technology
uses a 7" x 8" PCB.

4.7.2.3 Memory:Module - Two basic types of memory modules were
used: magnetic and semiconductor; each will be treated separately below,

4.7.2.3.1 Magnéﬁc Memory Module

The conventional technology approach uses plated wire as the
magnetic storage medium. Estimates are based on present prototypes
developed using Autonetics' five mil plated wire. Two types of functional
modules were estimated; a 32K x 32-bit word module and a 16K x 32 bit
word module. The 16K module is used in the modular organizations
while the 32K module is used in the non-modular organization. Further,
a delta is required for each of the two types of modules to implement the
memory modules for the multiprocessor organizations (Organizations 3 & 4),
The memory operates with a lu second cycle time with read access time of
0.6n seconds, A read/write ratio of four was used in deriving the power
estimates., The non-modular multicomputer requires the simplest functions
of the memory module; Table 4-4 contains the additional functions required
of the other computer organizations.
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4,7.2.3.1 (continued)

Organization Functions

Non-modular rmulticomputer | Basic 32K

16K, Module ID registeAr, buffered

Modular Multicomputer
bus for expansion.

Non-modular Multiprocessor 32K, Modu.le 1D regis.ter, priority
control logic, 2 multi bus ports,

lock out logic

. 16K, Module ID register, priority
Modular Multiprocessor control logic, 3 multi bus ports,
lock out logic

The estimated physical characteristics for these modules are given in
Table 4-5, * :

TABLE 4-5. MAGNETIC MEMORY MODULE PHYSICAL DATA

Size Weight Power

Module (in) (lbs) (Watts)
Basic 32K 1350 34.6 51
Basic 16K 790 23,7 | 39.2 (operating)
) 23.2 (stand-by)
Basic 32K + 1390 36.1 57.8
Delta (Org. 3)
Basic 16K + 820 25.7 45.4 (operating)
Delta (Org. 4) 29.4 (stand-by)
4.7.2.3.2 Semiconducior Memory Module - The advanced technology

approach uses semiconductor memory with devices mounted uncased on

2" x 2" ceramic substrates. The substrates are then mounted as packages
on printed circuit boards. The memory modules were mechanized with .
1024 -bit MNOS devices and 512-bit read/write MOS devices. It was assumed
a 7:1 ratio of devices would be used, i.e,, for a 16K module 14K of MNOS
and 2K of MOS would be used. The same functions as listed in Table 4-4
apply in this case and will not be repeated here. The estimated physical
characteristics for the memory modules are given in Table 4-6.
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4.7.2.3.2 ({continued)

TABLE 4-6. SEMICONDUCTOR MEMORY MODULE PHYSICAL DATA

Sizf Weight Power

Module (in ) (1bs§ (Watts)

Basic 32K 576 11.5 22.5

Basic 16K 320 6.4 16.2 (operating)
15. 6 (stand-by)

Basic 32K + 576 12.0 29.3

Delta (Org. 3)

Basic 16K + 320 6.65 22.4 (operating)

Delta {Org.4) 19. 3 (stand-by)

4.7.2.4 VCS Module - The VCS module was functionally described in
detail in Section 4.5.5. This module is used in the candidates that mech-
anize system concept 2. The estimate of physical characteristics for this
module is given below:

Components
4 MOS/LSI
1 Hybrid Thin Film

3 Bipolar MSI IC
11 Discrete

These components are mounted on a two-sided printed circuit board.
A 8" x 12" board is used for the conventional technology approach and a
7" x 8" board is used for the advanced technology approach.

4.7.2.5 Computer Module - This section presents the total estimates for
each type of computer module based on the above data for each individual
type of module in addition to estimates for power converter and clock
functions. The datais presented in Table 4-7 for the 16 candidates

(4 organizations x 2 system concepts x 2 technology approaches). In ad-
dition, a 17th candidate was added (42c*) as a result of feedback from the
quantitative evaluation of the candidates presented in Section 5. This
candidate is a variation of the modular multiprocessor in terms of
packaging. Candidate 4 c* assumes one physical package per compartment
{two total per spacecraft), whereas all the other candidates assume two
physical packages per compartment. The numbering system of the can-
didates is explained in Section 4.7.1,

4.7.2.6 Candidate Computer System Data - The computer modules listed
below are combined in this section to form the set of physical data for each
candidate computer system. The data given in Table 4-8 include cabling
between the computers and, therefore, are not simply four times the in-
dividual module parameters,
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TABLE 4-7. COMPU;I'ER MODULE PHYSICAL DATA

Candidate Size(f‘t,j) » 7 Weight (lbs) ' Pow‘,er.‘_(,“"atts)
Lo 1,21 67.0 103.5
L 1.28 71.1 1 106. 6"
La 0.526 25.8 65.1
. | o.s6 28.0 | 6.8
2,6 1.56 88.88 123.9 ]
2,0 1.63 92. 98 125.}5 |
2,4 | o.s8 28. 56 | 81.~7 
2, 0.62 30.1 83.2 :
3¢ 1. 24 69.3 | mz.e
3 1.31 73.4 | nsa
3a 0.58 26.3 | 74.5
3oa | o.625 27.8 | 7.0
46 1. 61 '104.2 140.0 |
4,0 1.68 108. 3 142. 5
4,% 3,36 212.6 285.0
4, 0.58 29.06 98. 9
4, 0.625 - 31,67 1 10104
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TABLE 4-8. CANDIDATE COMPUTER SYSTEM PHYSICAL DATA

.ggldidafte Size (Ft. 3 ) Weight (lbs) Power(Watts)
IIC 4.84 268 414
llA 2.10 103 260
IZC 5.12 284 424
12A 2.24 112 271
ZIC 6.24 356 492
ZIA 2,32 114 327
ZZC 6.52 372 502
ZZA 2.48 120 333
31C 4.97 279 450
31A 2.33 107 298
32C 5.25 295 460
3ZA 2,51 113 308
41C 6.45 419 560
4lA 2.33 118 396
4ZC 6.73 435 570
42A 2.51 128 406
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4,7.3 Reliability Data

4.7.3.1 Module Reliability - The modules discussed above were subject
to a detailed reliability investigation in order to derive failure rates that
could be used to generate computer system reliability for each of the can-
didates. Table 4-9 contains the failure rate data for the individual modules
and the total for a computer module for each of the candidate computer
systems.

Appendix 7 contains the details used in deriving the data in Table 4-9,
The derivation is based on accumulated past history of similar components
with suitable extrapolation to the space station time period of application.

4,7.3.2 Candidate Computer System Reliability - Reliability models
were derived for each candidate computer system in order to determine
the reliability of each candidate. The details of these derivations are
given in Appendix 7. The failure rate data given in Table 4-9 was used
with a mission time of six months to calculate the candidate reliability
or probability of success. It should be noted here that the modular
organization (2 and 4) candidates were assumed to contain no spare P,
M or I/0 modules in the reliability calculations. A summary of the
candidate reliabilities is given in Table 4-10.

4,.7.4 Miscellaneous Data

Size, weight, power, and reliability data for the candidates have been
presented in the prior two sections, the remaining parameters for the
candidates will be given below,

4,7.4.1 Cost - The cost data for the candidates is given in Table 4-11.
This cost was developed from past experience with similar systems using
the detailed parts lists developed for each candidate. The estimate in-
cludes both non-recurring and recurring costs for 20 systems. It is given
as relative cost in Table 4-11 with candidate llA being used as a reference
base {cost =1, 0).

4,7.4.2 Growth Potential - The growth potential or expandability data is
given in Table 4-12, Mint, Pint, and I/Oint are the initial amount of storage
{in words)the initial number of processor modules, and the initial number of
IOP modules respectively., Mmax, Pmax, and I/Omax are the maximum
amount that these types of modules may be expanded to without any redesign
or modi fication. Mmod is the module size or increment that can be added
to expand the mémory,

4,7.4.3 Software - Basically, each of the four organizations are operated
identically, i.e., as a set of 4 multicomputers to solve the G&C task.
However, there are some differences due to the presence of the VCS, re-
configuration paths, etc. Table 4-13 contains the total number of instructions
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(FAILURE / 10° HRs.)

PREDICTED RELIABILITY PER COMPUTER

Candidate *Package Processorj IOP Memory | Power Chassis| VCS Total
Organization |Convential (C) Converter (Comp
Advanced (A) Module

1.1 c 2.7075 1.6566 | 12.32hkh | .3865 L1455 N/A | 17.2205
1.1 A 2.2836 1.5899 | 43.1999 | .3554 1215 N/A [ 47.5503
1.2 c 2.7075 1.6566 | 12.324h | .3865 .1h95 .3562 | 17.5807
1.2 A 2.2836 1.5899 | 43.1999 | .3554 .1255 .3067 | 47.8610
2.1 - C 2.83717 1.7868 | 15.155h4 | .3865 .1555 N/A | 20.3219
2.1 A 2.k015 1.6971 | 48.5770 | .3554 .1235 N/A |53.1545
2.2 c 2.8377 1.7868 | 15.155h4 | .3865 .1595 .3562 | 20.6821
2.2 A 2.4015 1.6971 | 48.5770 | .3554 .1275 .3067 | 53.4652
3.1 c 2.7075 1.6566 | 13.0256 | .3865 .1h95 N/A | 17.9257
3.1 A 2.2836 1.5899 | L3.8209 |.3554 .1235 N/A | 148.1733
3.2 c 2.7075 1.6566 | 13.0256 }.3865 .1515 .3562 | 18.2839
3.2 A 2,2836 1.5899 | 43.8209 |.355h4 1275 .3067 | L3.48k0
h.1 c 2.8377 1.7868 | 17.1930 |.38065 .1635 N/A | 22.3695
. A 2.4015 1.6971 | 50.4200 |.355k4 1255 N/A | 54.9995
h.2 c 2.3377 1.2868 17.1930 .386? +1655 .3522 22.7277
i, . . . . . . 5,
¢.§¥ A 2.4015 1.6971 | 50.4200 |.3554 1315 3067 Z%.E%%ﬁ
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TABLE 4-11. CANDIDATE COST DATA

Candidate Relative Cost
11C 1.8
1lA 1,0
1ZC 1.82
IZA 1.005
le 3.36
2IA 1. 08
2, 3.45
22A 1.09
310 1.86
31A 1. 065
3ZC 1.89
32A 1.07
41C 4,27
4 1,15
4ZC 5,24
4ZA 1.25
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GROWTH POTENTIAL

Candidate Myvax Mint Mmop Pmax Pint ©max Ot
Lc 128K 128K O 4 4 4 4
Lo 128K 0 4 4 4 4
1, 128K 0 4 4 4 4
L 128K 0 4 4 4 4
250 256K 16K 4 4 4 4
2,c 256K 16K 4 4 4 4
2, 5 256K 16K 4 4 4 4
2, 256K 16K 4 4 4 4
?zc‘ 128K 0 4 4 4 4
3¢ 128K 0 4 4 4 4
324 128K 0 4 4 4 ‘-
3,4 128K 0 4 4 4 4
420 & 4,% 384K 16K 6 4 6 4
4 384K 16K 6 4 6 4
4,2 A 384K | 36K 6 4 - 6 4
4, 384K 128K 16K 6 4 6 4
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4.7.4.3 {(continued) - and data words that were estimated for each
candidate., It should be noted that this does not represent the amount of
32 -bit locations required since many of the instructions and data will be
implemented with 1/2 word (16-bit) locations.

4.7.4.4 Interconnections - Table 4-13 also contains the listing of the
number of connections {pins) required on each computer module, It
accounts for all external interfaces (power, control panel, mass memory,
busses, etc.)

- TABLE 4-13, SOFTWARE AND INTERCONNECTION DATA

Candidate Software Interconnection
{Instruction & {Pins /Module)
Data Words)

1, ~ -1

1C 1A 34,800 68

IZC - 12A 35,100 70

zlc - zlA . 36.500 68

zzc- ZZA 36,800 70

31C_ 3IA 36,500 138

3zc - 32A 36,800 140

4IC - 41A 37,700 146

420 - 4ZA 38, 000 148

42?2 38,000 79
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5.0 EVALUATION OF CANDIDATE COMPUTERS

5.1 INTRODUCTION

The objective of Task 5, Evaluation of Candidate Computers, is to
select the best candidate computer system for further study and detailed
definition. This effort can be broken into two distinct phases: (a) develop-
ment of the evaluation model, and (b) actual evaluation of candidate
computers by applying the model to candidates under consideration. This
section of the report covers both of these phases. It defines the evaluation
model and provides the rationale used during the development of the model.
It also describes the evaluation process and summarizes the conclusions
drawn from the evaluation.

Much of the rationale used during the development of the evaluation
model was based upon information presented in the Work Statement, informa-
tion obtained from the Space Division of NR, and the relative weighting
factors provided by the NASA, The Work Statement and the Space Division
information contributed primarily to defining the scope of the computer
system and in turn the scope of the evaluation model, whereas the weighting
factors were used as a basis for defining details of the evaluation model.
Table 5-1 contains a list of the relative weighting factors as provided by the
NASA, They are specified as both additive and multiplicative, and with
respect to that candidate yielding the most beneficial value for the attribute
under consideration. An attribute is defined to be a computer system
characteristic that meets or exceeds the requirement for that characteristic.

Development of the evaluation model consisted of two basic activities:
Selection of the evaluation method and definition of the computational details.
The total effort was split about equally between the two activities. In '
selecting the method of evaluation, trade-offs were required in the following
areas: .

. Basic Approach
. Computational Technique
. Data Normalization

. Set Comparison Methods

Ui o W N e

« Interpolation Schemes

Selection of the most appropriate direction in each of these areas was
the substance of selecting the evaluation method. Similarly, definition of
the computational details consisted of defining the following aspects of the
selected evaluation method: .

1. Attribute Definition

. Method of Normalization

. Quantitative Range of Attribute Value

. Interpolation Scheme

. Method of Combining Weighted Attributes

0}

B W N
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TABLE 5-1 - Weighting Pactors Furnished By The NASA

| Weighting
Additive Attributes Factors
Power 0.3
Weight 0.6
Volume 0.6
Cost (DDT&E and Flight Units) 0.7
Progranming Ease 0.9
Reconfiguration Flexibility 0.6
Growth Fotentiel 0.7
Proba‘b;lity of Success 1.0
Transient Immunity (Performance Wise) 0.9
. Modularity (Punctional, Physical, Replaceable) 0.7
Weighting
Multiplicative Attributes Factors
"fen Pin Rule" (10 -» 50 Acceptable) 0.6 1.0
Subsystem/Management Clarity 0.8 1.0
. Technology Criticality 0.5 1.0
Clarity of Approach (Intangible) 0.9 1.0

B=2
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5.1 (Continued)

The definition of these items was not selective in nature but rather
developmental. ‘

Four basic computer organizations were selected for evaluation:

. Nonemodular multicomputer
« Modular multicomputer

. Non-medular multiprocessor
. -Modular multiprocessor

RNy Ny

Two system concepts were also considered: one with a voter/cornpara.n
tor/switch at each computer I/O section, the other without the VCS. In
addition, two different technologies were used to implement the candidate
systems, This resulted in a total of 16 candidates to be evaluated.

- A detailed description of the evaluation model is presented in Section
5. 2 of this report, It defines the method of evaluation, defines the quantita-
tive information needed to perform an evaluation, and discusses the
interpretation of data obtained from an evaluation, Section 5. 3 discusses
the rationale used during the development of the evaluation model with
emphasis on the selection of the evaluation method. Section 5.4 describes
the evaluation process, provides quantitative evaluation data on the 16 -
candidate systems considered, and summarizes the conclusions drawn from
the evaluation. ' "
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5.2 DESCRIPTION OF THE EVALUATION MODEL

The computer system candidate evaluation model provides a relative
evaluation of the candidates., It employs analog computational techniques and
a pseudo-normalization scheme for evaluating the attribute data. On the at-
tribute level, a relative comparison of the candidates is based upon a set
comparison method where the average of the set is defined to have an attri-
bute value of zero prior to the pseudo-normalization. The remainder of the
set receives an attribute value based upon deviations from the average and a
linear interpolation scheme. All ten attributes are evaluated in the same
manner,

Quantitatively, the total relative value of a computer system candidate
is defined as a weighted linear combination of the computer system attribute
values, More specifically,

$=K1K2K3K4(k1P+k2W+k V+k4C+k PE + k

5 6RF + k7G +

3

where, k8R + k9T + klOMod)
$ = Total Relative Value of Candidate
K1 =  Ten Pin Rule Weighting Factor
K, = Subsystem/Management Clarity Weighting Factor
K3 = Technology Criticality Weighting Factor
K 4 = Clarity of Approach Weighting Factor
P = Power Attribute Value
W =  Weight Attribute Value
V =  Volume Attribute Value
C = Cost Attribute Value
PE = Programming Ease Attribute Value
RF =  Reconfiguration Flexibility Attribute Value
G = Growth Potential Attribute Value
R =  Reliability Attribute Value
T = Transient Immunity Attribute Value
Mod=  Modularity Value
ky, = 4.3 k6 = 8,6
k, = 8 6 k7 = 10,0
k; = 8, 6 kg = 14,3
ky, = 10.0 k9 = 12,8
kg = iz.8 kjp = 10,0
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5,2 {Continued)

The multiplicative weighting factors Ky through K4 can be more accurately
defined as risk factors. As a result, their influence on the total relative
value of a candidate is more significant than any other factor. The multiplica-
tive weighting factors are variables, dependent upon the design of a candidate.
Detailed definitions of these factors are presented later in this section. The
factors ky through k o are defined as additive weighting factors. - They
indicate t Le relative 1mporta.nce of the various computer attributes such as
power, weight, volume, etc,

The method of computing the attribute values for a given set of candi-
dates is as follows:

1. For each attribute, add the respective values of all

candidates and divide by the number of candidates
to obtain the average of the attributes. For example,

> p
A

1

= e A

PAVE n

i=1
where,

P A = the power attribute
P AVE ~ the average of the power attributes
n = the number of candidates

By definition, the average of the attributes has an attribute
value (intermediate value prior to normalization) of zero.
From the example, the power attribute value for P AVE
equals zero.

2. Find the difference between each candidate's attribute and
the average attribute to obtain the attribute deviation,
For attributes where decreasing values are desired,
subtract the individual attribute from the average.
Where increasing values are desired, subtract the
average for each attribute. Continuing with the example,

(AP, =  Puyg -(Pa); Decreasing values are desired
or the power attribute,

{(G,). = {G,). -G Increasing values are desired
Al AL TAVE for the growth attribute.
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5,2 {Continued)

3.

Computer intermediate attribute values for each candidate by
dividing the deviation for each candidate by the average.

1" -
(P, = (A Py
AVE
Furthermore, limit the range of this intermediate value to
between -1 and +1 by letting all attribute deviations that are
more than double the attribute average have a value of +1.
The range for the example is then

-1<(p")i < +1

——c

Modify each of the above intermediate values by adding 1 and
dividing by 2. This in effect changes the range from "-1 to
4+1" to "0 to +1". The modified intermediate value in the
example is

(P')i = (P")i +1
———

where,

0 S(P')i < 1

Obtain the final attribute value by multiplying the modified
intermediate values by a scale factor equivalent to the inverse
of the maximum modified intermediate value., In the example,

(P) } +1 (P),

where,

0 &£ (pl)i‘(- 1

Substitute these values into the weighted linear combination
equation, ‘

Graphically, steps 1 through 3 can be depicted as shown in
Figures 5-1 and 5-2, Figure 5-1 is the case where decreasing
attributes such as power, weight and volume are desired; and
Figure 5-2 is the case where increasing attributes are desired
such as reliability, growth, and modularity.
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5,2 {(Continued)

©");
g
410
0 e (Ga),
[5) G'"m' : Wy ( A)l-
-Lo
Figure 5-1. Decreasing Figure 5-2, Increasing
. .. Attributes Desired Attributes Desired ..

After applying step 4 of the above procedure, 'Figures 5-1 and- -
5-2 result into Figures 5-3 and 5-4, respectively.

(e'); (6');

¥ 1
ilo’ 1.0
so.F
40, §
o . " o —— e ( (G Q)¢
w(ﬂ{)‘ W (AN
FPigure 5-3. Intermediate Figure 5-4, Intermediate
Values Values
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5.2 {Continued)

And finally, after applying step 5, Figures 5-3 and 5-4 result
into Figures 5-5 and 5-6, respectively.

(P @),
A

4.0 4.0

40, § +0.7

o N , o — .
[} f“. 2P, "'(Pﬁ)t. o Tave: 26p,¢ (G‘A)‘

Figure 5-5. Final Attribute Figure 5-6, Final Attribute
Values Values

From these illustrations, it can be seen that the final attribute values
will have a range from 0 to 1, and that the best attribute will always have a
value of 1,

The above method of computing the attribute values will be applied to
all ten attributes.

Since the attribute values are highly dependent upon the attributes of
each candidate, care must be taken to accurately determine each attribute.
But even more important, the effort spent in determining the attributes
should be split equally among the candidates; i, e., the confidence level in
one candidate's attributes should equal that of another. The importance
of this aspect lies in the fact that the average of the attributes is the basis
for determining the attribute values; therefore, the accuracy of the evalua-
tion can be easily perturbed by inadequately determining the attributes of
only one candidate.

In the following paragraphs, a definition is provided for each of the ten
attributes.

Power: The power attribute (P,) is defined as the total power con-
sumption of the candidate computer system that is simultaneously drawn from
all redundant power busses during a typical GN&C maneuver in the manned
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5,2 (Continued) orbital coast phase. It shall include all computer modules
whether they be active, dormant or in a standby mode. It does not include
preprocessor power or power required for voting logic that is remotely
located from the centralized computer. The power attribute is expressed in
terms of watts,

Decreasing values are desired for the power attribute.

Weight: The weight attribute (WA) is defined as the sum total weight of
all computer system modules, all inter-module cabling or bussing and the
base chassis structure to which all modules are mounted, Spares are not under
consideration (study ground rule). It does not include coldplate weight,
forced air ducting and blower weight, interface cabling to external systems,
pre-processor weight, control and display weight, and chassis structure
external to the module and module base weight. The weight attribute is
expressed in terms of pounds,

Decreasing values are desired for the weight attribute.

Volume: The volume attyibute (V,) is defined as the volume of the
smallest rectangular parallelepiped tha‘% will fully enclose all modules of the
computer system, Should the computer system consist of two or more main
assemblies (each of which may contain several modules), then the volume
would be the sum total of all the rectangular parallelepipeds, The volume
does not include cabling to external systems but does include inter-module
cabling., It will include all handles, connectors and protrusions. The volume
attribute is expressed in terms of cubic feet,

Decreasing values are desired for the volume attribute,

Cost: The cost attribute {C,) is defined as the sum total cost of the
DDTE&E effort, the production cosonf ten (10) systems plus ten (10) complete
spares, and the software cost, These costs cover only the centralized part

of the computer system, They do not cover the preprocessors or data busses,
Maintenance and GSE costs are not included. The cost attribute is expressed
in terms of dollars.

Decreasing values are desired for the cost attribute.

Pr0£ram.minfs Ease: The programming ease attribute (PE,)

is presently defined as being inversely proportional to the total number

of uniquely programmed instruction words required. It does not include any
programs that are completely redundant where completely implies that the
redundant routines need not be reprogrammed. Due to different computer
architectures, a special modifier has been added to this attribute., This
modifier normally has a value of one, but it may be less than one if a parti-
cular candidate is more difficult to program.

Mathematically,

PEA = kge

where,
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5.2 (Continued)

kpe = architectural modifier

N = number of uniquely programmed instruction words
Increasing values are desired for the programming ease attribute.

Reconfiguration Flexibility: The reconfiguration flexibility attribute
(RF .V is delined to be a measurement of the number of different operational
data Tlow modes of the computer system. The modes will involve only
memory, processor, and input/output modules or submodules., They may be
either automatically or manually commanded, but they must be electrically
reconfigurable., Power supply and clock reconfiguration modes are excluded.

Increasing values are desired for the reconfiguration flexibility attribute.

Growth Potential: The growth potential attribute (G,) is defined as
that growth that 1s possible by physically adding memory modules, processor
modules, and input/output modules. Hardware modification to existing
modules is not considered. Additions to the computer system cannot
degrade existing performance.

Mathematically,
GA = K GM + K G + KIOGIO
where,
KM = 10, KP = 2, KIO = 5
GM = Memory Growth
GP = Processor Growth
GIO = Input/Output Growth

Memory Growth is defined as

aM =  Mpmax “Myr
Mmax ¥ Myop
where,
M - Maximum number of full length memory
MAX words feasible under design
MINT = Initial number of full length memory' words

in first operational system

MMOD = Minimum number of full length memory words
that can be modularly added

5-10
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5.2 (Continued)

Processor growth is defined as

Sp = Pumax -~ Pint
FMAX
-where,
P =  Maximum number of processor modules: that
MAX
are feasible under design :
‘PINT =  Initial number of processor modules in f1rst

operational system

Input/Output growth is defined as

G = Omax " 'Ot
Omax
where,
10 =  Maximum number of input/output modules that
MAX - .
are feasible under design
IOINT = Initial number of input/output modules in first

operational system
Increasing values are desired for the growth potential attribute.

Reliability:  The reliability attribute (R,) is defined as the probability
of mission success for the computer system fo fAr a 180 day mission, The
hardware under consideration includes only the computer system modules and
inter-module cabling., It does not include preprocessors and external data
busses, This attribute is in addition to the fail op, fail op, fail safe criteria.

Increasing values are desired for the reliability attribute.

Transient Immunity: The transient immunity attribute (T ,) is defined
as the ability of the computer system to perform without error during an
electrical transient or an intermittent failure. This attribute excludes EMI
problems associated with the external data busses, It does include errors
that occur during reconfiguration, however, Of primary concern is the out-
putting of incorrect information. No quantitative measure has been defined
which can accurately define this attribute,

Smce this attribute is not quantitatively defined, the attribute values will
be estimated tmsed upon the single point failure mode analysis. The best candi«.
date will have an attribute value of 1. 0, and the poorest will have an attribute
value of 0. 7,
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5,2 (Continued)

Modularity: The modularity attribute (Mod , ) is defined as the total
number of inflight replaceable modules which constitute a part of the com-

puter system., They do not include any preprocessor modules.
Increasing values are desired for the modularity attribute.

In addition to computingthe attribute values for each candidate, the four
multiplicative weighting factors must also be determined. A definition of
these factors and the method for determining their quantitative values are
provided in the following paragraphs.

Ten Pin Rule Weighting Factor: The ten pin rule weighting
factor (K,) 1s a numerical value corresponding to the worth of
a candidate with respect to the maximum number of electrical
interconnect pins that exist on any one of the candidate's
modules. It is with respect to those pins required for

flight operation, and it does not include covered test pins,

A design goal of ten (10) pins has been extablished, and an
upper limit of fifty (50) pins is highiy desired. The ten

pin rule weighting factor for a given pin count is defined

as follows:

Pin Count Weighting Factor
(X) (K,)
0<X £50 K1 = 1
50<X£100 K1 = -, 002X + 1.1
100< X200 Kl = -,003X+1,2
200<X Kl = 0

Graphically, these relationships are as shown in Figure 5-7.

1.0 - ¥
o X | W — .

2 e SLOPE

o 5o 100 200

‘Figure 5-7., Ten Pin Rule Weighting Factor
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5.2 (Continued)

Subsystem/ Ma@gfement Clarity: The subsystem/management
clarity weighting factor (K.} is a numerical value corresponding
to the effectiveness of the Working relationship between two or
more companies or organizations, The effectiveness of the
working relationship is proportional to and can be measured

by the amount of different data that is exchanged via

electrical interfaces. More specifically, the effectiveness is
defined as the number of different pieces of information

that enters or leaves the centralized computer. The weight=
ing factor will then be determined from this information. .

The subsystem/management weighting factor is determined
in a manner similar to that for the attributes, An average
for the interface data is computed taking all candidates
into consideration. An intermediate weighting factor (KZ)
for the average is defined to be 0,9 (not zero as in the
case of the attributes)., Deviations from the average are
then computed. A candidate with twice the average has a
value of 0. 8, and a candidate with no data flow {an impos-~
sibility) has avalue of 1. 0, A scale factor equivalent to
1.0 / (K,)MAX is then used to determine the final
weighting factor.

The mechanics of determining this attribute are shown in
Figures 5-8 and 5-9,

1.0

08 | .- - —

!

K2 i
i
° ‘ ' ~e 2 fwe)
Figure 5-8, Intermediate Weighting Factors Interface Data
Kg = Klz
(Kt)m X

K2

0 AvE 2 intertace Data

Figure 5-9., Subsystem/Management Clarity
Weighting Factor
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5. 2 {Continued)

Technology Criticality Weighting Factor: The technology
criticality weighting factor iK J 18 a numerical value cor-
responding to the risk involvea in using an advanced
technology. The risk is usually in the form of jeopardizing
the program by schedule slippage and/or developmental
risk, Systems requiring large amounts of brute force
engineering or systems that are extremely complex in
their integration are not classified by being technological
critical. However, new hardware or components

requiring scientific breakthroughs, that have not been
previously used, or where material discoveries are
required, are critical.

The technology criticality weighting factors are specified
by definition, Tables 5-2 and 5-3 define the weighting
factors for the various circuit and memory technologies,
respectively, The circuit technology weighting factors

are a function of chip density, while the memory technology
weighting factors are defined for various speeds. The
weighting factor for a given candidate is defined as that
value for the most critical technology used in the system.

Clarity of Approach: The clarity of approach weighting
factor (K, ) i8 a numerical value which corresponds to
the appeal of the technical approach upon the evaluation,
The best approach has a value of 1. 0 and the poorest
approach a value of 0.9, For purposes of this study, it
is constant of 1, 0,

The general method for evaluating a set of candidates is
as follows:

1, Determine the basic attributes for each
candidate by analysis,

2. Determine the attribute values for each
candidate from the methods specified in
this section.

3. Determine the multiplicative weighting
factors for each candidate,

4. On a candidate by candidate basis, sub-
stitute the attribute values into the total
evaluation equation, '

The end result from this process will result in a specific
valuation for each candidate.
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Tabie 5.2, Circuit Technology W eighting Factors
Complexity .
ICs MSI : Super MSI 1s1 Super LSI
Technology 20 Gates 20 - 50 Gates | 50 - 100 Gstes | 100 - 500 500 Gates
Bipolar 1.0 1.0 0.9 0.7 0.5
LY PHOS - 1.0 1.0 1.0 0.9 0.6
[+ o} 0.9 0.9 0.8 0.6 0.5
Table 5-3, Memory Technology Weighting Factors
—~Lycle Tims 7
Magnetic Nemorie >2us. | 1 -2 KLS_ 0.5 =1 us, L0.5 us,
Plated Wire 1.0 1.0 1.0 -9
Core 1.0 1.0 | I 7
Thin Film .7 o7 7 7
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5.2 {Continued)

The interpretation of the resuits is simple. The entire evaluation is on
a percentage basis., For example, if a computer system was the best in all
areas with respect to the other candidates and if the risk attributes were all
ideal, that system would have a valuation of 100, $ = 100, A valuation of 100
is the highest possible valuation, More likely however, the best candidate
will have a valuation in the range of 60 to 80. Relative comparisons are also
simple, If the best candidate has a valuation of 75, and the second best
candidate has a valuation of 60, then the best candidate is at least 25 percent
better than all of the other candidates.

5.3 SELECTION OF EVALUATION METHOD

Pr1or to selectmg a particular method of evaluation, a set of goals was
established to insure that the evaluation model itself would be of value. If
the evaluation model could not reliably evaluate the candidates, it would be .
of little use. Since the function of the evaluation model is to determine which
computer candidate will receive further study and definition, its quality must
be assured,

The most obvious goal was to make the evaluation model quantitative. A
qualitative evaluation would be comparable to a sales pitch, and thus of little
use, Two of the more important goals were to make the model accurate and
highlx objective, The accuracy goal is self-explanatory. However, the
objectiveness goal is an aspect that is often overlooked in many evaluations,
Evaluator subjectivity and corporate goals have a tendency to bias evaluations,
Base of interpretation is a quality that makes the evaluation model acceptable;
therefore, it was a goal. If the evaluator cannot easily understand the model
and interpret the results, they obviously will not accept the conclusions,

And finally, the mechanics of the model should be relatively sn'nple, i.e., it
should be easy to compute.

In summarizing the goals, the evaluation model was to be quantitative,
accurate, highly objective, easy to interpret and easy to compute, Indeed,
these goals have been met.

As a starting point, it was decided to define the value of the computer
system as a weighted linear combination of the computer system attributes.
Computer attributes can be thought of as a computer characteristics that
meet or exceed the computer system requirements, It was assumed that
all computer systems would meet or exceed the computer system require-
ments. Thus, all computer systems that are proposed as candidates are
considered to be viable for the application. Numerous references are in
agreement with this concept,

5.3. 1 Options Available for Selection

The first major aspect in selecting the evaluation method was to deter=
mine which approach to use. Two main approaches were considered: A
relative approach and an absolute approaach. The relative approach provides a
relative comparison of the candidates, whereas the absolute approach pro-
vides an evaluation with respect {o the specific application.
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5,3.1 {Continued)

In the relative approach, the evaluation is independent of the applica~
tion, As such, it 15 not necessary to have detailed mission requirements
during the study or at the time of the evaluation, The mathmatics are
simple in the relative approach, because direct relationships between ail
candidates can be easily obtained. This implies that normalization and
interpolation would be simplified, and that subjectiveness would tend to be
remote. On the other hand, the worth or merits of this approach with
respect to the specific application are not as high as they would be for an
absolute comparison, Areas for candidate improvement with respect to
the application are also more difficult {o see.

The absolute comparison, if it is practical to use, is the best type of
comparison, It evaluates the different candidates with respect to the applica-
tion, and readily indicates specific areas for improvement for all candidates,
However, normalization and interpolation are in general more complex,

Thus, there is a tendency for subjectivity to be introduced into the evaluation.
For this approach, the mission requirements and design goals must be known.,

- Within each approach there is a choice of computational techniques, Two
that were considered during the study are an iterative discrete technique and
a basic analog technique. The iterative discrete method requires iteration of
the linear combination equation as many times as there are candidates. After
each iteration one candidate is eliminated. The analog method requires only
one iteration per evaluation,

The iterative discrete technique simplifies the mathematics and mechanics
to almost nil, By eliminating normalization and interpolation, subjectivity is
completely eliminated. However, the accuracy of this techuique is unknown.
Accuracy increases as the number of attributes increases, the number of .
candidates increases, and as the differences between the relative weighting
factors becomes smaller, The output of the evaluation is an ordering of the
candidates, Relative differences between candidates is not available,

The analog technique provides an output that is highly desirable and easily
understandable. Relative comparisons of the evaluation results are automatic-
ally provided, This technique does not require a large number of atiributes
nor a large number of candidates to achieve accuracy. Furthermore, it does
not restrict the weighting factors, This technique, however, is mathematically
more complex., It requires computation of linear and possibly nonlmear
functions., This in turn introduces subjectivity.

Independent of technique, a decision is required as to whether or not the
variables should be normalized. Normalization of the variables provides for
easier comparison of the candidates after the evaluation is complete, simpli=
fies the computation of interpolation schemes, and reduces the subjectivity
introduced by interpolation schemes. Normalization could distort the true
worth of the variables, if it is not properly applied. Uszing un-normalized
variables eliminates the possibility of distorting the worth of the variables
and eliminates an added computational step from the evaluation, Un-normalized
variables are more ideally suited to iterative discrete techniques, whereas
normalization has more appeal for analog applications,
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5.3.1 {Continued)

After selecting the approach, the computational technique, and whether
or not to use normalization, a set comparison ne thod was chosen. Four set
comparison methods were considered during the study. The first method
was defined such that the average attribute of the set equalled zero, Devia-
tions from this average are then employed for computing the attribute value.
The second method consisted of setting the required attribute for the set to
zero, The third was defined such that the best attribute of the set equalled
one, and the fourth was defined such that the worst attribute of the set
equalled zero.

The average of the set equals zero set comparison method is highly
objective and easy to use because of the simplified mathematics. The
method gains in accuracy as the number of candidates increase. Due to the
positive and negative character of the attribute deviations, a pseudo-normali-
zation scheme is required to obtain the final attribute values, As a result,
relative comparisons on the attribute level are more complex, and have a
little less meaning than other set comparison methods, This method is more
applicable to a relative approach than an absolute approach, '

- Using the required for the set equals zero method demands that the com-
puter system requirements be known or estimated, If they are estimated,
subjectivity is introduced, If the requirements are known, this is a good
method. It is easy to compute, the results have more meaning with respect
to the application, accuracy is good, and areas for improvement are readily
seen, Although the meaning of the results is good, the interpretation and
relative comparison, is only fair. Interpolation schemes are rather difficult
to develop, and thus allow for more subjectivity., This method is more suited
to the absolute approach.

The best of the set equals one set comparison method provides the best
possible interpretation capability., It is easy to compute providing that the
variables are normalized, and it is moderately objective for a wide range of
variable values. Areas for improvement are fairly observable, and inter-
polation schemes are not too difficult to develop. Accuracy is affected by the
number of candidates, and will increase as the number of candidates increases.
Computer system requirements are not needed for this method. Objectivity
diminishes if the number of candidates is reduced or if there are only small -
differences between the candidates. This method implies that the candidate
with the best attribute of the set cannot be improved, Application of this
method is best suited to a relative approach,

The worst of the set equals zero set comparison method is almost the
inverse of the best of the set equals one. It is easy to compute and highly
objective with accuracy being better near the poorer candidates. Normalization
for this method is 2 must so that upper limits may be bounded, Interpretation
of results is extremely difficult since no upper bounds are specified. For the
same reason, interpolation schemes are difficult to develop. Due to poor
accuracy in the area of the better candidates, this method is not too reliable,
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5.3.1 (Continued)

For each set comparison method, many interpolation schemes can be
defined. Those considered during the study were linear functions, parabolic
and cubic functions, and estimation.

Linear interpolation is easy to compute and highly objective. Although
interpretation is easy, it is less realistic than other schemes., This scheme
provides the widest separation in attribute values over a given range of
attributes resulting in the good interpretation, It is much better for an
attribute with a short range, and much poorer for greater ranges,

Parabolic and cubic schemes are more difficult to compute than linear
schemes, but they are much more realistic., They too are highly objective.
They are more suited for evaluation over a wide range since they provide
less discrimination in the area of interest.

Interpolation by estimation should be used only as a last resort. It is
highly sub;ectwe and its realisticity depends upon the estimator. There is
often difficulty in obtaining an estimate that is agreeable with all concerned,
In some cases, this method may be the only method possible due to the in-
ability to quantitatively define an attribute,

5.3.2 Selected Method

The relative approach was selected as the best approach for the evalua-
“tion model. This approach is simpler to compute, more objective, and not as
demanding of the mission specifics as is the absolute approach. If all candi-
dates are designed with the mission objective in mind, then the merits of the

approach are quite meaningful,

Analog techniques were chosen as the mathematical foundation for the
model. These techniques provided an accurate, highly desirable and easily
interpretable output at the expense of more complex computations. The
amount of subjectiv ity introduced by these techniques is highly dependent
upon the details of the technique, and is felt to be minimal.

In conjunction with the above selection, the set comparison me thod that
was selected is ''the average of the set equals zero.'" This method is highly
objective, is easy to compute, provides good interpretation of results, Further-
more, the system requirements need not be known. Assuming that at least
four candidates will be evaluated, the accuracy of the method should be good.

With the selection of this set comparison method, a pseudo-normalization
technique was employed. This resulted in obtaining the good interpretation of
results associated with the '"best of the set equals one' set comparison method.
Thus, the good features of both set comparison methods were obtained.

A linear interpolation scheme was chosen for use with all attributes,
except for the transient immunity attribute where estimation was employed.
Linear interpolation is the more objective and easiest to compute of ail
schemes.
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5.4 CANDIDATE SYSTEM EVALUATION

Sixteen candidate computer systems were defined based on four different
computer organizations, two different systems concepts and two different
technologies. A numbering system describing the candidates is defined in
Section 4. 7. 1.

A detailed hardware description was prepared for each candidate, show-
ing the number of LSI circuits, printed circuit boards and memory arrays.
The hardware description alsoc indicated size, weight and power estimates.
Therefore, the hardware descriptions served as the primary sources of
data for determining the attributes., The functional descriptions of the candi-
dates presented in Section 4 of this report served as the basis for determining
such attributes as the growth potential, transient immunity and modularity.
Certain attributes such as the subsystem/management clarity, technology
criticality and clarity of approach were based on judgmental factors to a
certain extent,

The subsequent discussion provides assumptions and ground rules which
were employed and are not apparent from the summary (Table 5-5) or from
the basic definition of the evaluation model.

Power. The power attribute value (P) was based on the total power
consumption of the computer system; i. e., four times the power of the
individual computer power.

#ﬁ The weight attribute value (W) was based on four times the

weight of the individual computers plus the following weight for inter-computer
cabling: 1, 6 pounds for non-modular multiprocessors and 2 pounds for
modular multiprocessors,

" Volume: The volume attribute value (V) was computer using the indivi-
dual computer volume multipled by four plus the following intercomputer
cabling volume: ,008 cu., ft. for non-modular multiprocessor configuration
and , 009 cu, ft. for modular multiprocessor configuration,

Cost: Rough order of magnitude costs were developed by formula
method based on past experience with similar computer systems and recent
cost estimates for computers employing advanced technology. The estimate
included both non-recurring and recurring costs for 20 systems. It was
assumed that there would be no non-recurring costs for development of LSI
circuits, The cost of flight software and software aids such as assemblies
and simulators were included in the estimate,

Programming ease: The programming ease attribute value (PE) was
based on the number of total instructions required to implement the G&C
programs on the candidate computers. The attribute is inversely proportional
to the number of instructions. Since the internal architecture of the candidates
is almost identical, the architectual modifier k__ was assigned a value of 1,0
for all candidate systems. pe
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5.4 {Continued)

Reconfiguration Flexibility: The reconfiguration flexibility attribute
value (RY¥) was based on the number of different data flow modes of the com-
puter system. The probability of fault isolation and reconfiguration internal
to the computers (arithmetic processor, memory module, 1/O processor
level) was also taken into account, It was assumed that module level recon-
figuration is not always possible., Therefore, a probability of . 5 was assigned
to all internal reconfiguration paths, resulting in a more realistic measure of
reconfiguration flexibility.

Growth Potential: The growth potential attribute value (G) was computed
on the formulas presented in Section 5. 2 of this report. Table 4-12 summar-
izes the modularity characteristics for the candidate systems,

Reliability: The use of mission probability of success (Ps) was found to
result in a very minimal spread in attribute values even for widely disparate
values of Ps. The same is true if probability of failure (P.) is used. It

was concluded that a new term, effective MTFB (Me) woulche more mean-
ingful and should be used in computing the reliability attribute values. The
effective MTBF is defined as the mean time between failures which a non-
redundant system would have in order to meet the same mission probability

of success as the candidate system. The value of Me is calculated from Ps
after Ps has been determined in the normal manner considering all redundancies
and reconfiguration features of the candidate system., By definition,

Me = t
F
where,
PF = -les
t = 4320 hrs, (180 days)

This is good approximation for system where M 3> t. A detailed des-
cription of the reliability model used in the computat?on of P_ is presented in
Appendix 7. . 8

.Transient Immunity: Due to the lack of good quantitative measure of
transient immunity, the range of attribute values was defined from . 7 to 1. C,
An inspection of the candidate systems indicates that the most significant dif-
ference between the candidates, as far as transient immunity is concerned, is
the presence or lack of the VCS at the data bus interface. Systems with VCS
are able to detect transients as they occur and prevent them from being pro-
pagated throughthe data bus intc the subsystems. Therefore, systems with
VCS were assigned 1. 0 and systems without VCS were given . 7 for transient
immunity attribute value.

Modularity: Modularity defined as the number of in-flight replaceable
modules was determined to be the same as the number of computer packages;
i, e, , four for all configurations. Replacement of modules within each
computer package wase judged to be impractical due to limited on board capa-
bility for testing and repair. In this approach, sparing would be at the
computer package level, thus providing rapid return to service capability.
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5.4 (Continued)

Ten Pin Rule: The ten pin rule weighting factor (Kl) was obtained by
a straight forward calculation based upon the number of pins required for
external connection of each computer module,

Subsystem/Management Clarity: A value of 1. 0 was assigned to all
candidate systems since all candidates exchanged the same amount of data
with other subsystems,

Technology Criticality: The technology criticality weighting factor (K3)
was Hetermine§ from 'T'aEfes 5-2 and 5-3, In case the circuit and memory
technology factors were different for a given candidate system the lowest
factor representing the most critical technology was chosen,

Clarity of Approach: The clarity of approach weighting factor (K4) was
set equal to I, 0 tor all candidates, as specified in Section 5. 2,

Table 5-4 shows the summary of the evaluation results.
The evaluation results point out several interesting facts:

Systems with VCS were always rated higher than the same systems
without VCS, This is due primarily to the additional transient immunity
provided by VCS outweighing the additional hardware and
software needed, Therefore, systems without VCS were eliminated from
further consideration,

Conventional technology offers substantial advantages over advanced
technology. The difference is primarily caused by the higher risk of MOS
technology. Also, it should be noted that the advanced technology systems
were rated low in the areas of reliability, The relatively low reliability was
due primarily to the higher failure rate of the MNOS semiconductor memory
as compared to the plated wire memory. Therefore, systems mechanized
with advanced technology were eliminated from further consideration.

Three candidates were identified as most nromising: 12 (non-modular
multicomputer), 2, {(modular multicomputer), and 4, (fiSdular multi-
processor). It became apparent at this point that the eviluation was very
sensitive to the "'ten pin rule.' In particular, candidate 4,  is severely
degraded by this candidate. Consequently, 4., was considered in a different
physical version using a total of 2 modules ra her than 4 computer modules.
This new version was labeled 4% . Evaluations were then conducted between

candidates 1, , 2, , and 4, , 45d between 1,2, and 4% .

The results of these evaluations are presented in Table 5-5. As indicated
in this table, system 4% clearly has much higher total relative value than
other competing candidates,
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5.4 {Continued)

Candidate 4% was then chosen for further study and evaluation through
software simulafion., The recommended candidaie was also redefined as the
"yestructurable multicomputer.' The new definition is more descriptive
since the system is used in a multicomputer mode of operation in order to
satisfy the fail op, fail op, fail safe criterion, The multiprocessor data
paths in the system are used for reconfiguration capability only.

Table 5-5., Additional Evaluation Between
Competitive Candidates

CANDIDATE T[K_ Z K_ $
1ye .964 71, 46 68. 7
2, .960 68.92 66. 2
4
2¢ . 708 90. 01 63. 6
e . 964 71. 46 66.7 !
:
{
25, . 960 68, 88 66, 2 S
4*
2¢ .942 84, 74 79. 7
i
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6.0 I/OC DATA BUS INVESTIGATION

6.1 INTRODUCTION

The 1/O Bus Investigation is divided into five major sections, The first section
covers the method of bus control and operation. The second section details the con-
siderations involving the selection of a baseline data transmission technique for the
data link., Also included at the end of this section are data cable considerations,
clocking techniques and synchronization methods. A baseline or preferred approach
is stipulated for each of these. Detailed design considerations for the data link are
given in Appendix 9.

The third section covers in detail the error protection study performed and the
results of that study., A selection of an error protection technique is made and an
operational format for the bus specified to utilize this technique of error control.
The fourth section discusses the impact on the bus system of the two candidate
GN&C system configurations reported in Section 4,

Finally a summary of the preferred baseline mechanization of the 1/O data bus
is presented, This section brings together the salient features of the baseline
mechanization and summarizes the overall report. Detailed operational sequences
of computer to LP and LP to computer communications are not specified. These
details are configuration dependent, and are detailed in the report section on the
IOP and the local processor. The overall operation of the bus system is highly
flexible and configuration independent, and it is this level that has been documented.

6.2 BASELINE BUS CONTROL

All communication on the data bus will be under computer control. All bus
lines go to all computers indirectly through the VCS structure allowing each com-
puter to monitor the operation and data on each of the four bus lines. Each bus link
is dedicated to a computer, and its IOP has control over this bus., The IOP will
initiate all bus communication.

The bus operation can be divided into three major categories. These are:
receive computer data, transmit data to computer, and other operational commands.
During the receive computer data operation, each LP addressed will accept data
from the computer for its associated subsystem. Under transmit data to computer
operation, the addressed LP will transmit selected data from its subsystem on the
appropriate bus. Command operation will be used to transfer commmands from the
computer to the LP for higher level control of the LP/Subsystem.

The bus operation will be defined as request-acknowledge communication. This
means that for any request there will always be an acknowledgement from the LP.
Only computers can make requests. The LP will be allowed to ask for a request in
its acknowledgement signal.

All request messages will have an identical format, as will all acknowledgement
messages. The coded request messages will be the primary methods of initiating
any bus operation. Two bus control request words will be used for all three cate-
gories of operation, These words will be constructed as shown in Figure 6-1. They
are shown as a single 32 bit computer word at the IOP which becomes two 16 bit
words on the data bus and in the LP, Appended to the start ofthese words is a three
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bit sync code discussed later, These words will precede all data messages occur-
ring each time the IOP initiates communication with a subsystem.

6.2.1 Computer to Local Processor Control Words

These control words are used when data is to be sent to or requested from a
local processor, The fields of the control words are defined as follows:

Field Bits Definition
Computer Address 4 Indicates which computers

are to receive the control
word. Any combination of
computers may be addressed
by setting the appropriate

bits to ONE,
- Type 2 Identifies control word type.
V‘Refransmit 1 ONE: Message is to be sent

again if an error is
detected in the
transmission,

ZERO: Message is to be
sent once.

LP Address 5 Identifies the local processor
S S being accessed by the
computer,
1/0 1 ONE: Data are to be input

to the computer.

ZERO: Data are to be output
from the computer.

Data Location 6 Identifies the LP memory
address which contains the
starting LP memory data
location.

Reply Buses 4 Identifies the buses over
‘ which data are to be
transmitted from the
local processor to. the
computer,

Number of Words 6 Indicates the number of
data words in the message.
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The LP address field will have a distinct code word for each addressable LP, up
to a total of 32, This allows communication with any single LLP., Any subsystem
with more than one Local Processor can have a separate or identical address for
the additional unit.

The spare field bits can be used to delineate the operation of the LP. The basic
transmit or receive data operation is the I/O bit, Other possible control items will
be power-on-off to subsystem; special transmit routines for self-test, such as ADC
calibration checks; different modes of data entry or transmission, such as retrans-
mit all received data; request for status register contents; etc.

6.2.2 Acknowledge Control Words

These control words are generated by the LP and sent to the computer, The
control words are sent to. acknowledge the receipt of data by the LP or to start the
transmission of data by the LP,

Acknowledgement messages will always be transmitted after receipt of a request,
These messages will also have a common format utilized by all LP's. This format
is also shown in Figure 6-1. An acknowledge is always preceded by a three bit sync

code. The sync field will be used for synchronization of received messages at the
10P.

The requested (addressed) LP will respond with its hard wired address in the
address field. This is a check on which LP is transmitting the acknowledgement
message. The control fields will be identical to the ones received as another check
on operation of the P as well as on proper receipt of commands when no other
action is requested.

An LP status field will be defined which will give gross indicates of the current
operation of the LP. These flags will indicate such things as:

1) Parity error in request word (or other error detection results),

2) Parity error in received data (or other error detection results).

3) Result of power control command and other commands.

4) Gross LP status based on self-test (BITE).

5) Gross subsystem status based on self-test (BITE),

6) LP request for complete data dump to computer.,
Commands performed by the LP will be such that a parallel real time indication of
the presence or absence of the command signal will always be available for inclusion
in the acknowledge word or on a later request for status by the I0P, The other

fields of the acknowledge word are as defined in 6.2, 1.

6.2.3 LP Operation

The LP operatidn for the three functional categories follows set patterns. These
are listed in Table 6-1.
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Bus switching is done at the individual LP's to reply to the IOP's, This informa-
tion is sent to the LP in the second control word in the reply buses field. The LP
reply can be transmitted on one, two, three or all bus lines back to the central
computer complex.

Reconfiguration information can also be provided in the request and acknowledge
words as needed. This is one type of higher level LP control or status information,
One of the data words available to the computer on request (for data) is a detailed
BITE status word(s). This can be requested on an 'as needed' basis or any other
frequency that might be desired. It will always be transmitted to the computer when
a full data ""dump'' is performed, since it is handled in the same manner as any
other data word.

Appropriate no-data timing intervals will be included in the overall communica-
tion scheme for ''guard’’bands between words or messages., This principally occurs
after the computer finishes transmitting and before the LP can respond. They are
necessary to adjust for timing delays and skew between different users of the bus.
The data clocking technique will be such that all data is disassembled under control
of the clock used to originally assemble it,

Detailed operational sequences at the LP are described in the Local Processor
Section. The IOP/VCS operation is described in its section and not repeated here.

6.3 1/O0 BUS LINK

The job of the data link is to provide at its output a replica of the signal applied
to its input. The data link for this discussion includes only that equipment required
to transmit a signal from one one point to another, The link will be time shared
between many users,

Reliable data transmission is accomplished by the use of error detecting or cor-
recting codes and by guaranteeing a signal-to-noise ratio in the transmission link
adequate to produce acceptably low error rates. This section of the report discusses
and evaluates various modulation-demodulation methods to achieve this end.

The first consideration for the data link shall be reliability. In evaluating trans-
mission techniques suitable for the data link, the following design rules were
considered:

1) Design for high reliability;

2) Low error rates compatible with the system;
3) Minimum susceptibility to noise;

4) Minimal noise emitted by the data link;

5} Redundant operation;

6) Minimum components;

7) Design for low weight, size and cost and power;

8) Ease of maintainability with no operational adjustments.

6-6
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The general philosophy for the design of the data link must encompass all the
above ground rules with special emphasis on reliability. Stress will be placed upon
minimizing the effect of noise as related to reliability. Selection of the best trans-
mission technique for low error rate, and employment of low powered micro-
circuits, works hand-in-hand with a system that operates with small signal levels,
All of the above will be used to reduce the level and effects of susceptible and
emitted interference. It should be noted that the degree of noise rejection required
cannot be determined without information about the levels and spectra of noise in
the spacecraft.

6.3.1 Signal and Noise Considerations

The probability of bit error of a system is a function of the signal-to-noise
ratio, the noise bandwidth and the data rate. The distribution of noise in the band-
width of the communication channel is unknown. In many cases, it is assumed
Gaussian, but for aircraft this assumption is not generally valid. It is assumed
that the spacecraft conducted or common mode noise is not Gaussian either, and
probably follows an 1/f characteristic similar to aircraft as in Figure 6-2,

The data transmission link has two conflicting requirements, low probability of
error and low interference with other signals. The probability of error is inversely
related to received signal power. This is true except at very low probability of
error. However, increasing signal power increases generation of interference.

The energy per bit, E, is inversely proportional to frequency of data for a given
signal power level. Thus, the signal power must be increased in proportion to the
data rate to maintain a constant energy per bit. In digital data transmission; a
certain amount of energy is required to make a decision as to whether the symbol
representing a 1 or a 0 was received. The transmitted power must equal the pro-
duct of the energy per bit and the bit rate plus the channel losses. The reliability of
" the decision as to whether a 1 or 0 was received is known to- increase iwith the amount
of signal energy that can be integrated during a bit time. With a given bit time and
signal power, a data waveform or code symbol should be selected that will deliver
the maximum energy to the receiver. The maximum likelihood of a correct decision
occurs when the energy of the 1 symbol is equal to the energy of the 0 symbol. The
symbols should have equal probability of detection,

The approach taken for this study is to improve the data transmission channel
by reducing its susceptibility to noise. With reduced noise in the channel a good
signal to noise ratio can be maintained with low signal power. This also aids in
reducing the noise interference emitted by the data link. In considering external
noise affecting the data transmission link, it is clear that noise can only enter the
channel by conduction or radiation,

Conducted noise is caused by power supplies, motors, relays and other electri-
cal devices which use a relatively large amount of power. These devices when
operated can cause transient changes in the ground system currents and cause ’
voltage differences in the ground system. The transient currents have broad spec-
tral characteristics which make it nearly impoesible to maintain equipotential
grounds. The ground current noises are coupled from one ground system to another
by common impedances between ground points. When a data channel is connected
between two different nodes of the ground system, ground noise appears across the
ends of the channel. This voltage is termed conducted or common mode noise and
is the worst offender because of its high levels and unpredictable nature,
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Noise coupled by capacitance is also present. Interference of this type is
usually caused by high frequency, high voltage elements in close proximity to the
data link.

Electromagnetic radiation interference usually enters a channel by field induction
linking the closed loop formed by the signal path and the return path which form a
data channel. The noise voltage induced by the loop antenna effect is directly pro-
portional to the loop area.

The radio frequency interference emanating from a data transmission link must
be kept low to prevent excessive interference with the operation of other systems.
Analogous to the data link noise susceptibility problem, RFI generated internal to the
data link is transferred from its source to other systems by either conduction or
radiation or both, The radiated part of the RFI emitted by the data link is proportion-
al to the loop area as well as the current in the channel.

The data link can therefore act as an RFI receiver or transmitter using the same
mechanisms of conduction and/or radiation. In general, a cable that does not pro-
duce radiated or conducted RFI will not be susceptible to radiated or conducted RFI.
In a practical sense, the radiated and/or conducted RFI can be reduced to a level
which is no longer troublesome, Methods and hardware for accomplishing this are
considered in the following paragraphs,

A method of rejection of common mode or conduction noise is to balance and
isolate the data link from the terminal equipment grounds. Well balanced trans-
formers and transmission lines provide several features that help improve the noise
problem.

Current that is coupled through the transformer will be balanced, and transmitted
equally, If the transmission path is balanced also, the noise will be cancelled and
have no observable effect on the data signals at the receiver. Magnetic coupling of
ground conduction noise, through the transformers, is also balanced because of the
center tapped windings at the transmit and receive terminals. Currents induced by
RF1 radiation linking the loop also have no effect on the received data signal. From
the preceding analysis, a well balanced isolated transmission system having smali
loop area is most advantageous. N

External shielding without balance aids in the rejection of radiated and capacitive
coupled interference. The degree of rejection, however, will prove less than that
obtained by a well balanced system, Noise may be rejected by use of direct coupled
lines with differential receivers which are biased to reject common mode and any
other signals below a certain threshold. This type of noise rejection requires rela-
tively high data levels,

There are other means by which the susceptibility of the data signal to the noise
in the data link can be reduced. The base band spectra of the data signal can be sepa-
rated from the noise spectra by shifting the frequencies of the information above the
high power noise frequencies. '

Pulse amplitude, rise time, and duration govern the level of interference
emitted by a pulse. Increasing the energy per bit to transmit error {ree data
increases the emitted interference directly. Thus, reducing the noise environment a
signal will be subjected to, makes possible 2 reduction in the noise emitted by the
signal. '
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Determining the most desirable data bandwidth and signal level with respect to
hardware and noise is a complex trade~off. Some of the possible methods for imple-
menting the data transmission link appear in the following section of this report.

6.3.2 Types of Data Transmission

There are several methods by which the data transmission may be accomplished.
Three general methods of applying and recovering data signals are considered here.

For the following discussions, some definitions are applicable: The NRZ-L*,
PCM (pulse code modulated) code from the multiplexer will be at a one megabit
second rate. Bit clock will be supplied by the data link, both at transmit and receive
terminals, Word or frame synchronizing will be accomplished in the multiplexer.

At the receiver, NRZ-L, PCM code waveforms, a replica of the remote input, will
be supplied to the multiplexer. Figure 6-3 is an illustration of various data encoding
techniques.

6.3.2.1 NRZ Data Transmission System (Method A} An initial consideration leads
to the possibility of transmitting the basic NRZ-L data without modification {encoding).
Essentially, the NRZ-L data is passed through a low pass filter and applied to the

line via an amplifier or suitable line driver. A crystal clock is well filtered and
applied to the line also. The adding circuits for the filtered NRZ-L and clock are
linear, and no intermodulation cccurs. The filtering is accomplished by RC networks
which will result in less complexity and weight. The transmission line will be well
characterized on both transmit and receive ends to keep RFI at a minimum. The
data power level on the transmission line will be reduced to produce low RFI emission
and still allow low error rate.

The clock is a line spectrum signal, whose frequency is located well above the
data transmission band, where it is easily separated at the receive terminal. The
band limited data causes low interference at clock frequency., Since clock frequency
is a multiple of data rate, spectrum energy of data will be low at clock frequency and
data interference with clock will therefore be low., The time constant of the clock
filters will be chosen for the smallest allowable time delay commensurate with system
operation,

The advantage of this system is equipment simplicity because no encoding or
decoding is necessary.

The disadvantages are:

1. The necessity of transmission to zero frequency, and in the low
frequency region where the assumed noise is at its greatest. This
will require the use of balanced transmission cables for signal to
noise improvement and also necessitate DC coupling,

2. Bit sync must be transmitted separately since there may be a lack
of data transitions over many bit periods. Phase lock synchronizers
which derive bit timing from basic data are not attractive for opera-
tion under these conditions because of long pull in times and
probable loss of data.

%
NRZ-L {Non-return to zero-level) is data in which the level of the signal indicates
the presence of absence of a "'1",
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6.3.2.2 Modem, Bi-phase Level {Method B). NRZ-L data is encoded to Bi-

phase Level (Manchester) in which a transition occurs every bit time, in one direction
for a "one' and the opposite direction for a ''zero'. A balanced transmission line is
used with transformer coupling (AC coupled) and resistor isolation, A band pass

filter is used at the receiver to reduce the noise bandwidth of the system. The
filtering can be accomplished by either LC or RC networks. The transmission line will
be well balanced at both ends to keep RFI at a minimum. The data power level on

the line will be reduced to produce low RFI emission and still allow a low error rate.

The receive terminal decodes the Manchester to NRZ-L which will be a replica
of the transmit input, To allow this, the receive clock must be an accurate recon=-
struction of the clock at the transmitter.

Important requirements for this clock are the preservation of the frequency and
the phase of the transmit clock. Since the Manchester code contains a transition for
every bit, and is synchronized by the transmitter clock, the code transitions contain
sufficient information to reconstruct a proper receive clock., At the receiver input
samples of the code transitions are made in the signal conditioner. These are phase
compared with the output from the receiver voltage controlled crystal oscillator in a
phase detector., The detected output closes the oscillator control loop. Loop para-
meters are selected to allow good frequency pull-in and close phase-lock,

The advantages of this method are:

1. Transmission system does not require response to DC and can
be band limited, thereby reducing the interference susceptibility
and emission,

2. Receive clock can be reconstructed from received data.

3. The transmission band is located in a lower noise band than
that required to transmit the basic NRZ-1 data.

The disadvantages are:
1. It requires complex means to derive received clock.

2. The circuit complexity is greater than that required to
~ transmit only basic NRZ-L data.

Two other techniques are available for clocking and bit synchronization using
this method of data transmission. In one, clock information is sent directly over the
transmission path. The prime frequency of the clock is generated well above the
pass-band required by the encoded data. The sine wave thus generated occupies a
line spectrum which can be easily filtered from the data at the receive terminal,

The actual clock at either terminal is the line oscillator frequency divided by eight.

Over and above the advantages of the previous system is the feature of reducing
the complexity of the phase~locked loop to dividers at each terminal.

The main disadvantage of this technique is the jitter that prevails in the clock
due to dividing. This may be made acceptable.
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The second technique uses a clock at each transmitter and receiver and no clock
on the line. This clock frequency is also approximately eight times the data fre-
quency, and the same type of circuitry is used to derive the bit timing from the
Manchester data using a faster clock to strobe the time intervals from transition to
transition,

6.3.2.3 Modem, RF FSK (Method C). The third type of data transmission system is
a true carrier system utilizing frequency shift keying. Bi-phase-L or NRZ-L data
modulates the carrier, shifting it up or down in frequency. The modulated signal is
AC coupled to the transmission line. The transmission line is terminated in its
characteristic impedance for minimum RFI and driven with low power. Filtering is
less complex,

Clocking techniques for this type of system are of the same possible types as
those for the basic or Bi-phase system (A, V). The main advantage of this system
is that the transmission spectrum is limited to a band centered about the carrier
frequency. This allows placement of all data transmission in a low noise portion of
the spectrum on the spacecraft thereby reducing the interference susceptibility to the
lowest possible. The circuit complexity of this system is greater than that required
for method A or B, A comparison between the three methods is illustrated in Table
6-2,

Table 6-2, Transmission Methods

Basic System

Transmit Data Directly, Bit Sync Transmitted Separately
DC Coupled to Line

Transmission in Highest Noise Region

Simple Filters

Equipment Simplicity

Modem, Bi-Phase Level

Transmit Combined Data and Clock
AC Coupled

Transmission in Medium Noise Region
Fairly Complex Filters

Medium Equipment Complexity

Modem, Carrier

Transmit Data on a Different {Carrier) Frequency
AC Coupled
Transmissions in Low Noise Region

Filtering Less Complex

Most Hardware
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6.3.3 . Baseline Method of Data Transmission

Method B, baseband transmission of Bi-phase level encoded data (Manchester)
was selected as the baseline approach for the I/O bus, By careful and proper
design, this system utilizes a minimum of hardware for the maximum economy and
reliability, At the fairly low data rates for the I/O bus, this method of data trans-
mission presents little risk,

Method A has numerous disadvantages which outweigh its fairly simple imple-
mentation. DC coupling to the data link is probably the major disadvantage of this
technique. It is, however, feasible to employ this type of data link for internal
computer bus structures of short length.

Method C has one distinct advantage and is certainly a viable alternative to
method B even with the added hardware it requires. The ability to move the data
transmission band into a low noise region of the frequency spectrum may be the only
reasonable solution if the spacecraft is ''noisy'". To specify this method now would
proably be over~-design, but by the same token, it can't be completely ruled out,
Receiver filters for this carrier system are also much easier to design and require
smaller components than for method B. The required signal power for this method
should be lower than for method B due to the smaller margin allowed for noise.

6.3.4 Data Link Transmission Cable

Data links within the spacecraft require relatively short transmission paths., The
electrical requirements of low signal attenuation, low delay distortion, and wide band-
width are easily fulfilled for data links by existing cables. Choice of cable based upon
these transmission requirements .alone is very broad, However, other requirements
can greatly restrict the cable choice. The cable may be subjected to and should
operate satisfactorily in hostile noise environments. Also many mechanical con-
straints prevail, such as weight, strength, flexture, operation in the physical
environment, size, configuration, physical limitations on connectors, etc. In
addition, cost may be a factor.

The data cable cannot always be ideally routed within the station. It may share
ducts and be cabled with wires of other electrical services. Routing near high
powered electrical apparatus or near electrically sensitive sensors may become
unavoidable. Therefore, the susceptibility to and emission of interference of the
cable becomes a serious problem,

From available data, no consideration was given to a single wire-ground return
transmission system, since the conductive noise alone shall render this a poor trans-
mission path at its best. Multiplexing data on power cables or on wires for other
services falls in the same unusable category.

The use of shielded, twisted pair is considered an economical solution. How-
ever, experience in the field of communications has shown that the nonuniformity in
the ordinary twisted pair, even when well shielded, has limited use in the trans-
mission of complex high frequency waveforms. These types of cables are usually
employed in high level or lower quality signaling where interference is no problem.
High quality twisted pair shielded cables are a must if they are to be used for the
1/0 bus system.
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The transmission of basic NRZ-L data imposes the most severe cable require-
ments. If the data continuously marks or spaces, transmission at DC is required;
the transmission band is in the high conductive noise region. High data levels must
be used to overcome noise. Low pass filtering may be employed for band limiting,
but the high frequency cut-off must not unduly limit the data rise time.

Encoding NRZ-L data to Manchester improves the cable requirements. Man-
chester code does not require coupling to DC., The transmission band is in a less
severe noise region. The band can be limited by filters, since only the encoded
transitions need be preserved to reconstruct the clock and code. Reducing the
(noise) band allows the signal level to be reduced with a consequential reduction in
RFI.

Modulating an RF carrier with Bi-phase imposes the least restrictions on the
cable. The transmission band is in a low noise region. No DC component need be
transmitted. Band limiting can be employed.

Possibly, the best cables for the data link considering noise rejection and low
emitted RFI are those specially designed for this type of service. A common one is
the video pair presently produced for the commercial television industry. This cable
is a special design, well balanced, doubled shielded, twisted-pair which has proved
superior to good quality single wire coaxial cable as to conductive interference
rejection. The main objections to this cable are its weight and the commonly avail-
able connectors which are relatively large and unwieldy. Two conductor coaxial
cable or twinax is another good choice of cable. Connectors for this type of cable
are more readily available and are of small size,

The use of a special light weight (approximately one pound per 1, 000 feet) flat
cable has been considered. Autonetics has developed and tested a cable of this con-
figuration. The cable features an internal shield design, with an extremely small
loop area. Laboratory tests have shown much merit in its ability to operate in a
hostile noise environment. Connectors are not readily available for this type of cable
at the present time. Table 6-3 is a compilation of data on some possible cable types.
The preferred cable for this application is a high quality, medium impedance, twisted
pair shielded cable similar to FVP2-19. The special light weight flat cables should
also be considered especially if new developments and improved connectors become
available,

6.3.5 Clocking Techniques

Various clocking techniques were outlined in the data transmission link section,
The simplest technique was not included in that discussion, It would be to have sepa-
rate clock lines from data lines, with the clock generated at the computer and
continuously illuminating the lines, or with the clock generated at each transmitter.
The latter technique has the simplest decoding technique while the former technique
is almost as simple except for some compensation necessary at the computer to
handle the skew and delays during SIU transmission.

In the first case, all clocking per bus would be dependent on the single clock
source and driver at the computer end of the bus. The second technique would allow
SIU responses after loss of the clock driver at the computer end, but this is only
possible if commanded by the computer through a separate bus to the SIU,
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The three methods of clocking discussed in 6, 3, 2.2 are: (1) utilizing a derived
clock at the receiver in a phase-lock loop {2) transmitting a higher frequency clock
with the data or (3) providing a higher frequency clock source at each SIU,

The first method is fairly complex and more suited to simplex operation and
not the half-duplex message burst type operation to be used on the 1/O data bus. It
can therefore be eliminated on these grounds, The comments above for a clock
technique utilizing a single clock source apply to this second method as well. Sepa-
rate clock receivers and filters are also required in both cases to receive the clock
at each SIU,

The third method requires separate clock sources at each SIU, In all likelihood
these clock sources will be required for LP operation anyway and as such already
exist at the SIU interface.

These techniques can be then listed for comparison as follows and are shown in
Figure 6-4,

1. Separate Clock Lines

a. Single Clock Source
b. Multiple Clock Sources

2. Derived Clock

a. Single Higher Frequency Clock Source
b. Multiple Higher Frequency Clock Sources

In terms of line drivers and receivers, given that LP clocks exist at each SI1U,
2b requires none. la and 2a have the same number of clock receivers and drivers.
1b has twice as many line drivers and receivers as la or 2a.

Techniques la and 1lb require twice as many data lines as 2a and 2b, but 2a and
2b require dividers and logic to derive the clock from the data.

The choice then rests between la (half the hardware of 1b) and 2b {much less
hardware than 2a). la has the simplest clock reconstruction circuitry at the cost of
twice the data lines, 2b eliminates the need for the extra data link at the cost of more
complex clock deviation circuitry. 2b also has an identical design at both the com-
puter-bus interface and the bus-SIU interface while la does not. la may require
adjustable delays at various receivers as well as special compensation c1rcu1try at
the computer-bus interface data receiver,

The preferred choice of technique is 2b. This eliminates the extra data links
and discrete and linear circuits (clock receivers) at each SIU in favor of additional
digital circuits more compatible with LSI techniques. All data receivers and
Manchester decoders are now identical throughout the bus system. This selection
also reduces considerably the interface pins necessary at each SIU,
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6.3.6 Synchronization Technique

Two types of synchronization are necessary for bus operation. The first type is
bit synchronization. This establishes equal time intervals at both the transmit and
receive ends of the data link., Bit synchronization will be achieved by deriving the
timing from the received data stream in Bi-phase Manchester encoded form as dis~
cussed earlier. :

The second type of synchronization required in the system is group synchroniza-
tion., This is used to pinpoint an origin of time, which is the reference necessary to
assemble detected bits into words and messages. There are two broad categories of
synchronization techniques for group synchronization, One is to send a sync code as
a part of the data stream and the second is to transmit a sync code in a different form
from that of the data.

A request-acknowledge system has controlled message blocks and predetermined
format. Few if any major synchronization problems result in this type of operation.
No question of synchronization exists in the communication from LP to computer,

The computer has requested this response and knows when it is to occur within less
than one bit time. The only timing differences to be resolved are due to various line
delays and skew problems. The sync code for this portion of the system can be
extremely simple and minimal. A 3-bit Barker code"~ is proposed for this purpose,
requiring a minimum of overhead. It will be transmitted by the LP in an identical
fashion as data. The sync code will be COII:/.

The synchronization at the LP to be achieved when the computer is transmitting
occurs at somewhat random intervals. Before each of these sync codes occur, no
data transmissions occur. By requiring this '"dead band" interval all SIU's can be
alerted that the next code broadcast will be a sync code. In this system operation the
""dead band' interval can be quite large if the computer is not initiating any requests.

To shorten this interval and limit the time over which the SIU is '"looking'" for '
sync a ''transmit no-data band" will be used.

This transmit band will be generated by the computer bus control. When it turns
on the transmitter at the computer to initiate a message, the transmitter will first
transmit a minimum of two zeros, This will then be followed by the sync code as
data. The proposed code for this direction of transmission will be a second configura-
tion of a 3-bit Barker code.

Thus at the SIU, a no transmit interval, followed by one or two zeros, indicates
the time to look for the sync code. Two zeros should be enough to bring up the
receiver (if not, more can be allowed) and ready it to sync detect. The sync code
/100/ must then be detected exactly and correctly or the SIU will reset to a ''wait for
no transmit'' interval,

The use of different sync codes for computer-to-LP and LP-to-computer trans-,
missions rules out LP-to~-LP communication. SIU sync detectors will not be able to
detect the sync code generated by the SIU. This prevents SIU's from becoming active
when another SIU is transmitting and going through an address recognition cycle,
thereby possibly receiving false data, Additional safeguards are also present since
the sync code is always followed by the LP address concerned with the communication.
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An incorrect receipt of the sync code by an LP (at the proper time) also shall
not elicit a response from the LP, This is an attempt to keep multiple LP's from
transmitting simultaneously. Also, without correct reception of the sync code, the
LP does not know when or whether a response is to be made.

6.4 ERROR PROTECTION TECHNIQUES

There are many techniques available for controlling errors in digital communi-
cations. In general, the necessary error protection for reliable communication is
an engineering decision. The available techniques reduce the number of undetected
errors to some reasonable number consistent with the design constraints of cost,
size, weight, power, band width, etc. Beyond this point the expenditures necessary
for error control produce diminishing results.

Of importance in any specification of error control techniques must be some
realistic assessment of.the expected cause of the errors to be controlled. Errors
fall into many classifications (see ref, 6-12) and can be due to hardware, software,
and/or external influences. The most difficult category to approach is errors due to
external interference or noise, The resultant data after this type of error
is of prime importance in selection of a means of error protection coding. For
example, a simple parity check consisting of one bit can be used. This code is
effective only for noise sources that produce an odd number of errors in the data
word including the parity bit. If the expected noise characteristics are of this type,
the parity code is very efficient, If, in fact, the errors do not follow this character-
istic, the parity check is of little value,

Thus the first task of error control is to attempt to define the expected errors
that can occur and should be at least detected. Also to be defined is the result on
the system of undetected errors. This gives the design goal of the system in relation
to the portion of errors that need to be controlled for the desired operation of the
system.

This leads directly to the second task. Given that an error occurs, and it is to
be detected to some confidence level, what action must be taken to minimize the
effect of the error on the system. Error pretection can be roughly divided into two
areas, (1) error detection and {2) error correction after detection.

Error detection is by far the major technique employed in error protection., It
is, of course, necessary to detect errors before error correction can proceec. But
some systems can operate with little or no error correction, as long as error
detection is used to eliminate erroneous operation utilizing bad data. Simple techni-
ques such as retransmission of data, or no operation until the next valid piece of
data is received, can be used for correction. The most complicated error protection
schemes reconstruct the correct data (error correction) from the erroneous data
{error detected).

Thus the impact of incorrect data at a systems input must be evaluated to deter-
mine the extent of error protection required for desired operation. Also the time
allowable for corrective action must be defined Systems which can tolerate loss of
data for a period of time, or an interruption of service until appropriate action is
taken, require a lesser degree of error protection techniques., Systems which can-
not allow this type of event may require very complicated schemes to insure
continuous correct data.
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The following then need to be defined:
1) Sources, frequency, and types of errors expected in the system;
2) Number of errors against which system should be protected;
3) Confidence level for error protection;
4) Error rate allowable;
5) User system tolerance to errors;
6) Action desired or required after error detection;
7) Response time for corrective action;

8) Evaluation criteria to trade off various techniques that can achieve
the desired results.

The following error protection techniques will be discussed in subsequent sections.

The characteristics of each technique, along with the hardware and/or software impli-~
cations will be examined. The advantages and disadvantages of the techniques will be
related to the system constraints of size, weight, power, reliability, maintainability,
and cost, where possible.

1) Parity Checking Techniques;

2) Complex Parity Checking Techniques;

3) Hamming Codes;

4) BCH Codes;

5) Fire Codes and Other Burst Codes;

6) Block Versus Convolution Coding Techniques;

7) Combinations of Codes;

8) Retransmission Techniques.

6.4.1 Parity Checks

A simple method of checking for errors is to use one redundant bit for this sole
purpose. The value of this bit is so chosen that the number of ''1's'" in the group of
bits to be checked is odd or even. These are consequently called odd parity or even
parity checks. In this way, a single error in any one of the bits can always be
detected.

Several important properties of parity checks are the followingf
1) An error.in the parity bit itself will be detected;

2) Parity check can detect errors to odd number of bite but may not
detect errors to an even number of bits;
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3) Parity check is invariant to shifting of the data if no bits are
added or deleted;

4) Parity check is independent of the binary point location.

There are no overwhelming arguments in favor of either odd or even parity, Odd
parity is usually used for two reasons. One: a string of bits including parity can
never contain all zeros; and two: if the string had an even number of bits then the
all 1's case also can never occur. These two cases can be used to detect circuit mal-
functions that produce no output, or all '"0's" output and all '""l's" output. Neither
parity check, odd or even, detects double errors by itself.

Parity checks need not include all bits of a group but can be selectively applied,
Also, multiple parity checks may be used within a given group of bits or word, such
that each parity bit checks some predetermined set of bits. Parity bits are the basis
of most error detection techniques.

Single bit parity on a group of bits (word) is the most common and extensively
used error control technique. It is extremely effective for random and independent
noise sources when applied at a word level. It is the simplest technique in terms of
hardware and can be performed in parallel or serial fashion.

6.4.1.1 Complex Parity Techniques. Multiple parity bits can be used to some
advantage in coding for error control, One such parity technique is called modulo-4
parity to distinguish it from simple or modulo-2 parity techniques, Modulo~4 parity
can detect some errors that perturb an even number of bits, but not all. It requires
twice the number of parity bits per word or other group of bits being checked,

Modulo~-4 has some advantages when detecting dependent errors such as for hard-
ware faults, rather than random errors. For example, double errors or faults that
tend to cause all erroneous bits to go to the ''one'' state or all bits to go to the ''zero"
state are detected,

6.4, 1.2 Hamming Codes., Hamming codes are the simplest and most well-known of
the error detecting and correcting codes, Since the publication of Hamming's paper
describing this class of codes in 1950, more generalized codes have been constructed,
of which Hamming codes are a special class. The application of Hamming codes to
detect and correct errors of a random, independent nature are well documented.

The Hamming codes are quite easy to implement. The code is constructed by
incorporating a number of parity checks for each word. Each parity bit checks the
parity of certain groups of information bits within the word. The number of checking
bits required for a certain word size can become quite large and this imposes a
practical limit on the use of this code. For computer word sizes of 16, 24, and 32

bits, single error correcting or double error detecting Hamming codes require 5, 5,
and 6 check bits.

Using Hamming codes adds more circuit complexity and costs more than simple
parity checking, Hamming codes detect a larger number of errors for this increased
cost and reduced coding efficiency.” They are certainly the simplest error correcting
functions if so desired, Hamming encoding and decoding is usually performed in
parallel, although serial operation is possible with modification or storage.

*Code efficiency is defined as the ratio of the actual information bits to the total num-
ber of bits used to effect transfer of these information bits, as a percentage of 100,
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"One disadvantage of Hamming codes is the inability to distinguish between
multiple and single errors, For example, using the single error correcting or
double error detecting code, if single error correction is assumed and a double
error occurs, the correction will take place and form a valid code word but it will
be an erroneous result. This action cannot be separated from, and will be identical
to, that taken if only one error occurred. Thus one might be more inclined to use
Hamming codes for error detection than corrections, especially where erroneous
outputs are to be avoided.

6.4.1.3 BCH Codes. The binary BCH (Bose-~Chauduri-Hoquenghem) codes are a
generalization of Hamming codes for multiple error correction. They are as a
class the best of th% kﬁ)wn constructive codes for channels perturbed by random,
independent errors, = The error correction procedures of BCH codes are fairly
complicated, Kastenholz®-9 has inve stigated techniques for implementing these
codes utilizing a digital computer and programming the decoding procedure. Large
amounts of storage are necessary for practical code lengths as well as computer
time.

The procedures involved in BCH error correction generally consist of solving
for the roots of a t-degree polynomial and a set of t simultaneous equations (t equals
the number of correctable errors). Recent work indicates that there may be ways of
reducing this complexity. 6-13 The Berlekamp algorithm is one such technique,
using either hardware or software, that speeds up the process of solving for the
roots of the error polynomial. 6-

The use of BCH codes for error-detection only should also be considered. This
part of the decoding process is by far the easiest and least time-consuming. The
BCH codes are cyclic codes, Such codes are undesirable when loss of syncronism
occurs since shifted cyclic code words are also valid code words. Other methods of
detection are then necessary.

6.4.1.4 Fire Codes and Other Burst Error Codes. Conventional multiple error cor-
recting codes will increase the reliability of data transmission at the cost of a
relatively large increase in redundancy. Suchcodesdo not make an efficient use of
the fact that multiple errors are likely to be adjacent ones. Codes have thus been
developed go handle this case and are called burst or non-independent error correct-
ing codes. -1 Fire codes are a generalization of much of this work on codes to
protect against the incidence of non-independent errors.

The Fire Codes compose one of the most efficient classes of burst error control
codes. ©-9 Although Fire Codes are quite good they take a long time to decode and
have a low efficiency for shorter block lengths, 6-4 The decode process can be
simplified and shortened by eliminating some of the error correction capability of
the code.

Fire Codes are oriented toward single burst errors per message over a fixed
message size., Multiple burst errors are a good channel model but not many codes
are known capable of correcting multiple bursts. Stone developed some efficient
codes but they are difficult to implement.

Reed-Solomon codes are the most practical codes for multiple burst error cor-
rection. They are character based codes and a special case of BCH codes. The
decoding for Reed-Solomon codes is complex and usually requires program imple~
mentation, =13 In general, they are simpler but similar in decoding complexity to
BCH codes for the same block length, =4 The code efficiency is fairly attractive, ©=13
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6.4.1.4 Block Versus Convolutional Coding Techniques. In the preceding discus=
sions of codes only block type codes have been considered. Convolutional coding
techniques are not as well investigated or studied. The redundancy is usually higher
in convolutional codes. It is possible to have a simpler decoding algorithm using
convolutional codes and it is also argued that these codes are perhaps more adaptive
to change in channel statistics.©~

The methods of implementing these two basic types of codes differ substantially.
These differences can be important enough to give either type of code an advantage in
a particular application. Both types are subject to similar limitations and have
approximately the same inherent capabilities. As far as theoretical error protection
capability, there appears to be no significant difference between block and convolu-
tional codes, o~

Block codes have a simpler structure and are more useful for reasonably clean
channels where low redundancy codes and simpler decoding algorithms can be used
to satisfy the transmission requirements, =4 "Since data is usually transmitted in
blocks, block codes are better suited where error detection is required, 6-10
Convolutional codes can require considerable storage depending on block sizes and
code lengths.

6.4. 1.5 Combinations of Codes, It is well known that combination of codes, utilizing
the advantages of each tgrpe of code, can be more effective than implementation of any
of the individual codes.®~11 Code combinations can take many forms, such as a dif-
ferent code structure for sub blocks or words than for the overall block. Many types
of the previously discussed codes can be used together.

An example of this type of error control might utilize a random error protection
code for part of the system and a burst error code for a different part. Each code
would be matched to the expected channel characteristics for that portion of the system
to be protected.

Various tyges of coding structures have been defined in the literature. Inter-
leaved codes®~13 are used to break up error bursts with subcodes interpreting the
errors as independent. In this manner subcodes of lesser complexity can be used to
protect against situations that would require codes with impractical decoding com-
plexity., The disadvantage of these types of codes is the higher than necessary
redundancy, and hence reduced efficiency, compared with the more sophisticated
single code approach,

Two-dimensional®-3 and N-dimensional codes are another class of error pro-
tection techniques that utilize the previously discussed codes or combinations of these
codes. These structures are also termed interated codes.9-11 The two-dimensional
structure organizes data into rectangular blocks with separate (similar or dissimilar)
codes applied to the rows and the columns. The decoding process can function inde-
pendently, checking {irst the rows and then the columns, or simultaneous decoding
can be done. T%ne serial operation is much simpler and more practical than the
parallel one. 6-

This type of coding allows identical or different codes to be applied to the rows
and columns depending on the error statistics of the data or channel. Any two-
dimensional array can be, of course, changed to a one~dimensional vector. In this
form, a code with less redundancy (higher efficiency) could be obtained for the entire
block. 6=8 However, as noted above, the combined decoding process might be simpler
than a single more complex structure. Also this does not allow the flexibility for
various codes and block lengths inherent in the iterated code technique,
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6.4.1.6 Retransmission Techniques. Error detection is an attractive means of
error protection provided it is possible to retransmit the data. In the case of data
transmission systems this implies the existence of a bi-directional channel or some
other feedback method to request the retransmission. Data links within a computer
system can usually regenerate messages at the sending end when a message is dis-
covered in error at the receiver.

If a feedback channel is present, one could calculate the probability of
requests for retransmission and the average time the system operates in that mode
given the noise statistics of the channel. Performance could be then evaluated in
terms of efficiency or throughput. In general, detection and retransmission is
effective against highly clustered errors. 6-13 For random error channels, or com-
binations of random and non-~independent errors, some error will tend to appear
regularly, In this event some minimum forward error correction can be used if
necessary to improve the performance of the channel.

Benice and Frey()“2 have examined the question of retransmission type .
systems based on an analysis that allows errors in the feedback channel and unde-
tectable errors in both directions, Their investigation has shown the areas of
relative superiority for both forward error correction and retransmission type
systems based on throughput and undetected error rate. In almost all burst error
channels and channels with a low probability of random errors, retransmission
systems are shown to be superior. Only with an independent error channel with high
error rates is the forward error correction method substantially better.

The redundancy of forward error correction is the additional bits added for
this purpose. Using a detection-retransmission scheme the redundancy also includes
all bits retransmitted. Therefore the efficiency of this technique depends on the
detecting code redundancy as well as the probability of retransmission. With a low
error probability, relatively long blocks or messages could be transmitted and
fairly good efficiency achieved.

A somewhat increased error probability will increase the retransmissions.
This can be overcome somewhat by decreasing the block size to decrease erroneous
blocks, Further increases in error probability can shorten the block length so much
that even the error detecting code is inefficient, At this point one might consider
some simple forward error correction to lower the number of transmissions.

Detection-retransmission can achieve a large reduction in error rate with a
modest amount of equipment. It is probably the most economical technique of error
protection, 6-4 Also, it is pessimistic to assume that data is truly random, but no
attempt is normally made to take advantage of any redundancy inherent in the data or
in the data transmission process. In many cases discarding erroneous data has
little or no effect, especially if a new data sample is to occur at frequent intervals.
Thus one might only request retransmission after the loss of two adjacent {in time)
data samples. Another possibility is to vary the handling of retransmission requests
or size of retransmitied blocks depending on the priority or criticality of the user or
the mode of operation of the system at that point in time,

6.4.2 Comparisons of Error Protection Techniques

The previous sections have detailed the various error control techniques,
their applications, advantages and disadvantages, Each coding technique has, in
general, been developed to satisfy a specific channel requirement or assumed error
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problem. Within each code type exists a wide range of choices as to the size and
degree of that type of code that can be applied to a specific situation,

The basic differences between most error protection codes relate to the type of
errors to be detected and/or corrected. In order to compare these coding techniques
for a specific application, the channel statistics must be known. These statistics are
usually not available and thus models are used that approximate physical channels.
The basic models for data channels are discussed in the next section.

6.4.2.1 Channel Models. An accurate determination of channel characteristics
allows selection of the type and degree of error control coding necessary to insure the
desired performance. This is the ideal situation, Practically, only estimates of
channel statistics can be made, based on the kind of channel to be used and the pos~
sible external influences, without actually simulating the channel and its environment
to great detail. Thus models have been developed which are gross approximations of
possible channels, These models were conceived to allow analyses of the channel to
be performed mathematically, Each model has a physical interpretation,

The basic channel model is called the BSC or Binary Symmetric Channel. The
channel error statistics are independent of the binary symbol being transmitted, and
each channel error is independent of all other channel errors, For a channel with 10
percent noise, the probability of a ""1" being detected as a '"0" is . 1, as is the prob-
ability of any "'0" being detected as a ''1". This model satisfies the case where all
errors are completely random and independent, Thermal noise in circuits can pro-
duce errors of this type.

Another channel model commonly used is called the burst channel. Disturbances
within this channel occur within a span of bits called the burst length. Within the span
the prgbg.bility of error is high, and outside of the span the probability of error is
zero. ~ - This model is approximately true if one considers the probability of error
outside the burst is very small compared to the probability of error within the burst.

This channel assumption is based on the fact that whenever an error occurred the
channel is in a state where it is very susceptible to other errors within a short span
of time. When the channel is not in an error state it continues error free until
another burst occurs, In real channels this type of behaviour can occur with impul-
sive noise or switching transients.

Neither the BSC or the burst channel model are very satisfacté)rgr, Experimental
results show neither model accurate for most practical purposes., "% A third model,
called a compound channel model, 6-4 was developed in order to present a more
practical approach to actual channels. This channel model has two states. In one
state it operates much like the BSC channel and in the second state like the burst
channel. Thus multiple sources of erroy, both independent and dependent, are taken
into consideration.

Other models have also been developed along the same lines as the compound
channel. One is the low density burst channel which allows for bursts within ‘t)ursts6
A second type is the multiple burst channel which has proven to be fairly practical. -4
Reed-Solomon codes were developed for this model. The multiple burst channel
errors occur in multiple bursts with each burst having a certain maximum duration,
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6.4.2.2 Spacecraft Channel Model. A model to represent the computer com-
munication channel for the space station will need to approximate the environment

for good "wire' communications, The signal to noise ratios for hard wired channels
tend to be high and can be adjusted as part of the design. Random noise is sufficiently
low level that few errors are introduced from this source., 6=8 Impulsive noise is
usually a more serious problem. Switching transients do exist on board but are
usually unknown at design time. Certainly the basic BSC model is not adequate for
this type of channel. The burst channel would probably be reasonable if only one
specific type (or class) of impulsive noise was expected and nothing else. Neither
model accounts for noise and errors due to faulty equipment and components.

The spacecraft system is also to be designed insensitive to all types of noise, not
just specific noise sources. Certainly a compound channel model would be the minimum
to be expected in terms of channel error statistics. . The multiple burst channel is
probably more practical yet and a good channel model choice. Unfortunately, good
codes amenable to this type of channel are little known,

The compound channel model is probably the best model for the spacecraft bus
system. It is flexible enough to include both random and burst errors from multiple
sources. The additive effects of the error sources are probably ''worst case' in
terms of design for error control. This fits the highly reliable communication
desired for the spacecraft data channel.

6.4.2.3 Error Protection for the Spacecraft Channel. A comparison chart of
error protection techniques is given in Table 6-4. Given the compound channel model,
the various coding techniques which are aimed at the control of random, independent
channel errors are of little value if used by themselves, These include the simple
parity checks, Hamming codes, BCH codes and others. The burst codes of Fire and
others are also somewhat lacking for this channel model,

Thus the conclusion is, given a realistic channel model none of the so-called
error protecting codes are really designed for this situation. One possibility that
immediately comes to mind is the use of combinations of coding techniques. This
offers some distinct advantages in the error control selection process,

It is also well known that a considerably lower error rate can be achieved with a
given code technique by using error detection than by using forward error correction.
Another advantage of this approach is that most error protective codes are easier to
implement for detection only than the more complex decoding for error correction.

=10

Detection-retransmission techniques were shown to be superior to forward error
correction when independent error rates are low and burst errors are expected. This
situation is quite similar to the expected channel characteristics for hard-wired com-
munications channels. The space station data bus is bi-directional and therefore
amenable to this type of operation. The undetected error rate is of prime importance
in the space station application, It is this parameter that is minimized with the
error detection-retransmission scheme. Throughput is also maximized, which is not
of overriding importance for this application.
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6.4.3 Baseline Method of Error Control

Taking into consideration the operational requirements and design considerations
for the I/O data bus as detailed in the preceding section, a baseline method of error
control is chosen. It is assumed that a good design practices will keep the bit error
rate low (independent errors) for the bus.

The operation of the I/O data bus is based on a request-acknowledge system.
Each communication from computer to LP is under computer control and is always
bi-directional for proper operation. An error detection and request for retransmis«
sion type system will be the baseline method of error protection,

The bus communication takes place in blocks or messages to and from each SIU,
Each message contains a variable number of words, i.e., each message is of vari-
able length. All words will be of identical length. Each word will have error
protection coding. The baseline method of error protection for the words will be the
simplest of the various techniques, simple odd parity checks. This type of word
protection will detect all errors to odd numbers of bits (independent or dependent) in
each word. Utilizing this same format, a more complex method of error control can
be applied for greater error detection if deemed necessary. Anything more than
single bit parity will, of course, reduce the efficiency or throughput of the system
and require either more hardware or software techniques.

Each SIU also has provision for receiving multiple independent copies of each
word and voting if necessary. This makes the baseline method even more attractive
and allows some correction without apparent retransmission.

It is also proposed that the baseline method of error control includes a check on
each variable length message, This can be extremely difficult depending on the coding
technique utilized., The baseline method for this message check will be again simple
odd parity., One parity bit will be sent that checks a single bit in all words of the
message. Thus an additional word is transmitted at the end of each message can-
taining only parity bits. This is a form of two-dimensional parity checking discussed
earlier. It is illustrated in Figure 6-5,

Given the baseline method of error control, all errors in a message affecting
three bits or less will be detected. Also all burst errors of word length or less will
be detected by this method., (Bursts are defined as length b and not every bit within
this segment must be in error,) To detect other possible errors, the two parity
checks act in such a way that an undetected error can occur only when every err}zne-
ous word and every erroneous bit position contain an even number of error bits, =5
The total number of error bits must be an even number, four or greater, to cause a
combined detection failure., The effectiveness of the message parity word increases
with the size of the message; the fractioﬁ of all possible erroneous message blocks
that will not be gletected approaches 1/2% for large N (N equals the number of words
in message). 6-

The information word length has an even number of bits, thus with odd parity the
aill '"0'" word is an invalid word. The same check can be applied to the parity check
word, i.,e., that any message {excluding the checkword) containing an odd number of
words cannot have an all "O's" in bit position i.

This baseline method of error control is quite simple to implement, and requires

no predetermined knowledge of message length. The encoding and decoding can be
done by software er hardware. The hardware implementation is quite simple and
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very attractive especially in systems such as this where the data transfer is from
parallel (computer memory) to serial (to bus) to parallel (LP memory) again,

This method of error control becomes less efficient when message lengths get
shorter. For double word messages (control words) the efficiency is less than 66
percent, However, the error protection provided in this case is quite high, For
critical items this gives maximum protection of the control word information.

The request for retransmission upon error detection is handled by the computer.
The computer can thus determine the throughput of the system by the method in
which it handles these requests, .and can adjust for degraded modes of operation or
subsystem criticality, It is also assumed that the computer can request the details
of the parity check results to make its own determinations for fault detection and
isolation., The two-dimensional simple parity check can also be used to correct a
single error and simultaneously detect two errors to increase the system throughput,

This might be done only at the computer (in software) where the cost is shared for
all LP's involved. '

Additional protection can be provided within this format for control information
by judicious selection of the codes representing this information. Control field codes
can be selected so that multiple bit errors are required to transform one valid
control field code into another valid code, such as in the case of the reply bus code.

Most of the options available utilizing the baseline method of error control are
dependent on actual implementation and hardware involved. Until an actual hardware
design of the overall information transfer system is done these should rightly remain
options. Given the design, there will probably be a number of errors due to specific
hardware faults that one would want to specifically protect against, The flexibility
of the baseline system allows for these design inherent areas to be error protected
and/or isolated, '

6.5 1/0 BUS CONFIGURATIONS

The I/O Bus System in this report has been mechanized in such a manner as to
allow operation in either of the two candidate system approaches. Voting, if neces-
sary, has been assumed as part of the LP and not of the SIU. Each SIU has
independent, redundant interconnections fio up to four independent party lines.

Similarly, a voting configuration at each LP would in all likelihood change the
basis for determining necessity of retransmission by the computer bus control

(IOP), These changes are easily accommodated within the existing data transmission
format specified for the bus system,
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6.6 SUMMARY OF PREFERRED BASELINE MECHANIZATION

The I/0O data bus will operate as four separate, independent communication
links, The operation of each individual data bus will be under complete computer
control in a request-acknowledge format. Communication on the bus will be in
messages, each message headed by two control words and ending with a check word.
The number of words in a data message is variable up to a maximum of 63 total words.

The baseline method of data transmission on each bus will be baseband, utilizing
bi-phase level encoding (Manchester)., The data links will be twisted pair shielded
cables, balanced and terminated. Each SIU will be coupled via transformers to the
data link and resistor isolated from the data line for short circuit protection. The
data link will be a true party line configuration., Appendix 9 is a data transmission
subsystem design for the GN&C system. Clocking for each SIU will be derived from
the received data utilizing a higher frequency clock source provided for the LP. A
data synchronization code will be used for group synchronization at each SIU, A
different synchronization code will be used for communications to the computer
ruling out any communication between LP's on the same party line,

Two-dimensional simple odd parity checks will be used on all messages for error
protection. An error detection-request retransmi ssion scheme will be used to ensure
correct data transfer to each LP, The retransmissions will be under computer con-
trol and mode sensitive to allow full computer control of the bus system throughput.
The possibility of simple forward single error correction plus double error detection
is available with this error control format to improve throughput at any time.

Each SIU will have multiple I/O bus lines and circuitry to allow multiple independ-
ent receptions of the same data if desired. This level of hardware redundancy at the
SIU also allows SIU reconfiguration after SIU or bus failures, The SIU design shall be
such that no single SIU failure shall cause loss of any data link. Redundant, inde-
pendent, transmitter enable circuitry and time-outs shall be used for this purpose.
The SIU design and operation is included in the report on the Local Processor
(Section 9),
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7.0 MECHANIZATION OF SELECTED COMPUTER SYSTEMS
7.1 GENERAL

The evaluation of the candidate computer systems resulted in the selec-
tion of organization number 4, therestructurable multicomputer, with the
voter=comparator-switch system concept, mechanized with conventional
technology. This section of the report deals with details of the mechanization
of the selected candidate,

The computer system previously shown in Figure 4-17 is 2 complex of
fouridenticalcomputers configured as a set of two multiprocessors and tied
together by data links, Each computer will be a general purpose digital
machine operating on an internally stored program. Table 7-1 lists the
major features of the computer.

The computer will consist of three operating areas:

1. Central processing unit (CPU);
2. Memory;
3. Input/Output Processor (IOP),

The CPU will perform arithmetic and logical operations on data accord-
ing to the stored program., The IOP will perform the task of handling com-
munications with devices external to the computer. The VCS device will be
imbedded in the discussion of the IOP. The memory will provide non-
volatile storage for permanent and temporary data and for programs, Figure
7-1 is a block diagram of the computer. The block diagram of the total com-
puter system was shown in Figure 4-17,

Table 7-1, Computer Major Features

Data Word Size 16 or 32 bits including sign
’ Instruction Word Size 16/32 bits
Logic Dynamic MQS, 4 phase, 1 megahertz bit.rate
Memory Type Plated Wire
Memory Size 32,768 words (32 bits)
(expandable to 65, 536)
i Input/Output Operates independent from CPU on internally
sorted program, Serial and Parallel channels,
Serial Data Rate: 1 megabit per second;

Parallel Data Rate: 250K words per second.

Special Features Real Time Clock
Floating Point
Majority voting or comparison mode on output
to local processor subsystems via VCS function
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7.2 FUNCTIONAL DESCRIPTION

7.2.1 Central Processing Unit

The CPU will execute a program stored in the memory. This program
will consist of instructions of the following types:

1. Arithmetic (add, subtract, multiply, divide, etc.)
2. Logical (and, or, complement)

3. Shift

4. Data moving (load, store)

5

. Branch (conditional, unconditional)

The CPU will have the capability of single precision, double precision,
fixed and floating point arithmetic operations. The CPU will be capable of
addressing the memory directly, indirectly or by indexing, All operations
will be done in parallel except the shift operations which will be serial.

7.2.2 Memory

The memory will be made up of independent modules each consisting of
a plated wire array and electronics for reading and writing in the array and
for control functions. The basic memory configuration will be two modules
and the maximum configuration will be four modules, The characteristics
of each memory module will be:

1. Word Length: 32 bits

2, Capacity: 16, 384 words

3. Type: NDRO

4, Cycle Time: 1 microsecond

5. Parity: 1 bit for each 16 bits

Each module will be capable of interfacing with three parallel buses,
Each bus connects the module to an IOP and a CPU, Operations over the
buses will be controlled by the memory module electronics. Service over
the buses will be on a round robin priority basis unless configured 1n a
special mode by the lockout electronics.

Data will be read from the memory in 32 bit words. The requestor will
decide whether to use part or all of the word. Data will be read into memory
as full words or half words. Either half of the word may be written into with
the other half not being disturbed. The requestor will control the type of
memory write wanted.

7.2.3  Input/Output Processor

The IOP will control the flow of data between the computer and the rest
of the system. The IOP will have three types of channels:

=3
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a. Typel Used for computer to computer data flow;

b. Type 2 Used for data flow over the data I/O bus to
equipment outside of the computer complex;

¢. Type 3 Used for block transfer of data with the mass
memory complex and data management system,

The type 1l input/output section will consist of three input channels and
one output channel. Each of the input channels will be dedicated to a specific
computer. The output channel will be connected to all other computers. The
input and output channels will be able to operate independently and simulta=-
neously, Data will be sent bit serial and word serial over these channels.

The type 2 input/output section will consist of one input channel and one
output channel. The channel will have a dedicated cable to connect the com-
puter with the local processors {LP) in the subsystems in the spacecraft,
Data will be sent over this channel in a bit serial and word serial fashion.

The type 3 input/output section will consist of a single bi-directional
channel consisting of 17 data lines and two control lines. Response to
requests on this channel may be inhibited by the setting of a flag in one of
the IOP commands. Data will be sent over this channel in a bit parallel and
word serial fashion,

Transmissions over the type 1 output and type 2 channels will be initiated
by the IOP executing commands from a program which is stored in the
memory, Transmissions over the type 3 channel will be initiated solely in
response to external requests. The IOP will be capable of operating the
computer system in a voting, comparison or non-redundant mode by means
of the VCS functions described previously in Section 4. 5.

7.3 MECHANIZATION OF INTERNAL MODULES

7.3.1 Computer Memory Bus

The computer memory bus provides the communication path between the
" three functional areas of the computer (CPU, IOP, and Memory). Traffic
flows between the CPU and the memory or between the IOP and the memory.
There is no direct path between the CPU and IOP, A block diagram of the
bus is shown in Figure 7-2. A memory interfaces with three buses while the
CPU and IOP each interface with only one bus,

The bus consists of the following:

1. Address lines 18
2, Control lines 6
3. Data~-in lines 16
4, Data-out lines 16

The bus is. operated at a ten {10) MHz rate in order to maintain the effec-
tive memory access time as seen by the CPU and IOP at a nominal one micro-
second,
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The address lines are used to carry the code specifying the memory
module (4 bits) and the desired location (14 bits) in that module. The given
numbers represent the largest computer configuration that is possible (16 -
16K modules in each compartment with this addressing scheme).

The control lines are used to control memory operation, Two of these
lines carry signals representing the operational status of the two computers which
are physically co-located in the compartrent.Each line is driven by one diag~
onal term of the P matrix from the VCS of the IOP assigned to one of the
computers, The other four control lines are used to carry the codes that
represent the various memory commands.

Separate data-in and data-out lines are used to maintain maximum bus
speed and simple circuit arrangement, Savings in circuit complexity are
derived by using a half-word byte channel instead of a full-word channel. The
CPU will utilize both half- and full-word formats while the IOP will use full-
word format only. Full words are to be sent as two half-word bytes 100
nanoseconds apart.

The IOP and CPU share the use of the memory bus; access to the memory
bus will be handled on a first-come=first-served basis. However, since the
IOP and CPU programs areasynchramous with respect to each other, some
provision must be made to eliminate conflicts due to simultaneous requests
for the bus. The IOP sends and receives data in serial and continuous fashion.
To prevent any disruptions in the messages and to reduce hardware buffering
requirements, the IOP is to have priority over the CPU in the event of simul-
taneous bus requests, This priority assignment is performed by the IOP, The
CPU must send a signal to the IOP requesting bus access. The IOP determines
if the IOP needs the bus at that time or is presently using the bus and sets a
bus access ready line true or false accordingly, As soon as the IOP releases
the bus, the CPU will be allowed to use it.

7.3.2 Central Processing Unit

7.3.2.1 Introduction. This section describes the central processing unit
(CPU)of the computer., The features described are the minimum required to
perform the computational task as seen in this study. The details of some
features (e. g. , number of registers or interrupts, number and exact types of
instructions) will be subject to change as a result of studies now in progress
or studies that are to be made in the future,

7.3.2.2 General. The CPU is a 32 bit, parallel operating unit using gen-
eral registers in its instruction implementation, The instruction set provides
for 16 bit half~words, 8 bit immediate operands, and 32 bit words,

Memory addressing is by full word, that is, every 34 bits (32 data + 2
parity) of memory has an address. The 18 bit address may access any one of
196, 608 words ¢f memory (12 modules, 16,384 words/module; 4 modules/

CPU). A memory word is read out to the CPU 16 bits at a time and assembled
into a 32 bit word. A buffer assembles full-word instructions from two half-

words. Data may be 16 bits in length (half-word) or 32 bits {full-word),

Status control words (SCW) are used to define the status of the computer.
These contain interrupt status information, comparison resuits and condition

codes, and instruction address. SCW's are established in fixed memory
addresses and used in the execution of interrupts.

7-6
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The CPU organization is shown in Figure

7-3, Functions of the registers and logic blocks are defined in the following:

Register/Logic Block

Re giste'r File

PC (18)

A (32)

E (32)

MB (32)
Priority Logic
Priority Mask
LHW (16)

RHW (16)

MD CNTL

MAR (18)

OP (4), OPX (4)
Z (32)

IX (18)

TI {32)

T (9)

M (4)

C (5)

7=7

Usual Function

Provides storage for general
registers

Program Counter

General Purpose Data Register
Extension Register

Memory Data Buffer

Interrupt Sensing Logic
Interrupt Mask Logic

Instruction Left Half Word
Register

Instruction Right Half Word-
Register - -

Multiply-Divide Control Logic
Memory Address Register
Operation Code Register

Auxiliary Operating Register:
This register is used to hold
intermediate results during
floating point and indexing
operations,

Indexing Storage Register: This
register is used to hold numbers
used for indexing of instructions.

Temporary Buffer: This register
is used for counting of shifting
during normal shift and
normalizing operations.

File Address Register, Decode
Logic and Count: This register

is used during register to register
operations to keep track of the
register being used.

Condition Code Decoder: This
register is used to store results
of comparison operations and to
control the logic concerning
operation as a result of the
comparisons,

Shift Control Logic: This logic is
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Register/Logic Block Usual Function

used to control all shift and
normalizing operations.

CMD (2) Computer Memory Designator:
This register is used to hold the
two bit code that specifies which
group of four memory modules
is to be accessed over the
memory bus,

Communication with the memory is accomplished through MAR and MB,
The MAR is provided information regarding memory address from the adder,
the AGE and from the dedicated address matrix selected by the enabled inter-
rupt. Data and instructions are processed through the memory buffer
register, MB,

The memory addressing for obtaining instructions and operands is gen-
erated through use of the PC, Z, A and IX registers. Further, the Z, A,
and E registers are used for the arithmetic functions, Thus, the single 32
adder serves both functions. Also to be noted are the logic blocks to perform
shifting and the operations of And, OR, Exclusive OR and Comparison, The
latter logic, together with the Adder and Shift Matrix outputs, is used to
generate the 32 bit status control word., The Register File is a high speed
scratch pad memory used for index register storage as well as general
register operations, Each register is 32 bits long.

7.3.2.4 Interrupts. The interruption system enables the change of the
state of the CPU as the result of conditions occurring in the CPU or external
to it. An interrupt is serviced when the preceding instruction is finished and
the next instruction not yet started. The interrupt causes a dedicated address
definition and information transfer to and from me mory locations. The
initial dedicated address is used to store the current contents of the Program
Counter. The dedicated address is then incremented and a word obtained
from the next full word location., This word contains the address of the start
of the interrupt subroutine. The interrupt action requires a write and a read
memory cycle.

Both external and internal interrupt capability is provided. A priority
interrupt system provides program control for rapid response to special
external and internal conditions,

Each priority interrupt is assigned a fixed address in memory which
contains the linkage information to obtain the start of the corresponding sub-
routine, Upon completion of that routine, return to the original program is
possible through the restoration of the original contents of the program
counter., Further, each level of priority interrupt can interrupt lower levels,
Should a higher priority interrupt occur, new locations are defined for status
retention. The highest priority program will be processed and return to
lower level operation accomplished automatically. '

7-9
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An interrupt rmasking capability with loading and reading instructions is
provided for inhibiting various interrupts and status monitoring. '
Masked interrupts remain pending until unmasked and taken. %’his capability
permits reassignment of priorities in real time,

7.3.2.5 Instruction Formats. The CPU will utilize eight basic instruction
formats. These eight basic instruction formats are denoted by the format
codes RR, R, S, PC, RS, RSX, RRS, and SI. The format code expresses, in

general terms, the operation to be performed.
1. RR, denotes Register-to-Register operation;
2, R denotes Register operation;
3. S, denotes a shift operation;
4, PC, denotes_a Program Counter operation;
5. RS, denotes Register-to-Storage operation;

6. RSX, denotes Register~to-Storage~Indexed operation
(indirect option also available);

7. RRS, denotes Register-Register-Storage operation;
8. SI, denotes storage and immediate operand operation.

Formats 1 through 5 are half-word format instructions and formats 6
through 8 are full=word format instructions.

For addressing purposes, operands can be grouped in three classes:
explicitly addressed operands in main storage, immediate operands placed as
part of the instruction stream, and operands located in the general purpose
register file,

To permit the ready relocation of program segments and to provide for
a flexible specification, all instructions referring to main memory have the
capacity of employing a full address, This address used to refer to main
memory is modified by the following:

Base Address (B) is a 16-bit number contained in a general
register specified by the program in the B field of the instruction,
The field is included in every address specification, The base
register shall be utilized as a means of relocation of programs
and data. The base addressing shall provide for addressing

all of main memory.

Index {X) is a 16-bit number contained in a general register
specified by the program in the X field of the instruction. It
shall be included only in the address specified by the RSX
instruction format.
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In forming the address, the base address and index are treated as
unsigned 16-bit positive binary integers. The two are added as
binary numbers, ignoring overflow.

Examples of instruction types in the various formats are as follows:
mp YP

1. RR Format
-~ Add Registers
- Subtract Registers
- Multiply Registers
- Divide Registers
- Logical And
- Logical OR
- Logical Exclusive OR
- Load Registers

2. R Format
- Branch on Condition

- Branch on Condition, Return Status

3. S Format
- Shift Left
- Shift Right
- Cycle

4, PC Format

- Branch on Condition

5. RS Format
- Add HW
- Add FW
- Subtract HW
- Subtract FW

-  Multiply

- Divide

~ Store HW
- Store FW
= Load HW
- Load FW

=11
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6. SI Format
- Compare Immediate
- AND Immediate
= OR Immediate

= Exclusive Or Immediate

7. RSX Format
- Add HW
- Add FW
= Subtract HW
= Subtract FW
-«  Multiply BW
= Multiply FW
- Divide
= Load FW
- Store HW
- Store FW

8. RRS Format
- Load Multiple
- Store Multiple

- Branch on Register Condition

7.3.2.6 Read Only Memory. When the computer fails, as indicated by
the P Matrix of the VCS in the IOP, a program is to be executed by the CPU
to determine the functional area that has failed. This program cannot be
stored in main memory because the failure may be in the memory module or
the memory bus, A fault isolation program will be stored in a read only
memory (ROM) in the CPU, This program is for internal reconfiguration
only external reconfiguration on the computer system level is accomplished
by the non failed computers.

The ROM will be a semiconductor memory with a capacity of approximately
8192 bits, The program will be stored as 32 bit words, All addressing and
readout circuitry required for the memory will be part of the ROM package.

7.3.2. 17 Arithmetic Formats, The CPU operates in either floating or
fixed point arithmetic in the two's complement number system. Data can be
either half-word or full word in the fixed point operations, Data in floating
point operations are specified in two parts {mantissa and characteristic)
occupying a full 32 bit word. The mantiss {or fractional part of the number)
is stored in 24 bits of the word and the characteristic (or power of two multi-
plier of the number) is stored in seven bits. The sign bit makes up the thirty-
second bit of the word.

7=12
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7:3.2.8 Memory Bus Interface. The CPU interfaces with the main
memory by means of the memory bus, The bus was described in Section
7.3. 1., The address sent over the address lines of the bus is developed in
the CPU by automatically appending the two bits of the computer memory
designator register to the most significant end of the sixteen bit address
derived from the instruction or from the program counter when a memory
module is accessed. The computer memory designator register is loaded
by the CPU program permitting full addressing capability for the maximum
number of memory modules (12) in one compartment (theoretically 16 can
be addressed however each CPU or computer is designed to power a maxi-
mum of 4 modules and a maximum of three busses or computers may be
provided in one compartment).

7.3.3 Memory Description

7. 3. 3.1 General Description. The computer will utilize up to four (4) random
access 16K word, 34 bit plated wire memory modules for the main storage
function. Read and write cycle times will be 750 nanoseconds and 1. 0 micro-
second, respectively. Read access time will be 500 nanoseconds for the

first half-word and an additional 100 nanoseconds for the second half-word,

Each memory module is composed of a 16, 384 word plated wire array
organized internally as a 1024 x 16 multiword (2-1/2 D) system. This type
of organization reduces the word access lines and circuitry by adding a
third selection dimension. Word addressing in the 16, 384 word stack is
accomplished by a selection of one of 32 '"X" positions and one of 32 "Y"
positions, thus isolating one of the 1024 word lines of the chosen stack., A
""Z" selection of one of the 16 words along the selected word line completes
the addressing. This operation involves the low=level switching of the
proper input for each of the 34 sense amplifiers during a read cycle or
driving the proper lines with bit current for each of the 34 bits in the word -
during a write cycle. '

This type of organization minimizes the required circuitry and yields an
efficient and reliable system with correspondingly less stand-by power, The
multiword organization (16 - 34 bit words on each word line) is possible
because of the plated wire properties of equal drive word current for both
read and write as well as the nondestructive readout.

7. 3. 3. 2 Functional Block Description. The memory may be broken down as
shown in Figure 7-4,

7.3.3,2.1 Word Circuitry. The word access circuitry performs the fol-
lowing functions during both Read and Write cycles:

1, Makes the 1 of 32 "X" selection and the 1 of 32 "'Y"
selection resulting in the required 1 of 1024 word
line selection for the chosen stack,
2. Provides the required Read and Write word drive currents.
3. Supplies array charging current to force recovery of the

memory word line bias voliage between memory cycles.
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7.3.3.2.2 Bit/Sense Circuitry. The bit/sense electronics provides bit
drive to the proper one of 16 bit lines (as determined by the address) for
each of the 34 bits of the requested word during a Write cycle. During a
Read cycle, the appropriate one of 16 bit lines is selected as an input to the
sense amplifier for each bit in the requested word. The sense amplifier
then provides amplification and discrimination before outputting data at a
suitable logic level.

The circuitry consists of decoder-low level switch devices, sense
amplifiers and bit current drivers, .

7.3.3.,2.3 Memory Array. The array provides the NDRO storage ele-
ments required for the system. A 16,384 word block consists of two dual
planes of plated wire mats laid out in a one crossover per bit arrangement
plus the word isolation diodes and low level switch devices.,

7.3.3.2. 4 Timing and Control, The timing and control circuits provide
the required internal timing, decoding, temporary storage and buffering
required to make the memory module function. It consists of logic in con-
junction with a tapped delay line being used as a central timing element,

Operations are determined by decoding the control and command words
received over the memory buses from the CPU or the IOP,

7.3.3.2.5 Bus Interface Electronics, The bus interface electronics pro-
vide the necessary buffering to match the memory buses with the internal
circuits of the memory module. Also provided is the module address compa-~
rator to determine whether data on the bus are for the particular memory
module. .

7.3,3.3 Memory Module Control. The memory module mode control is
located in the timing and control (TAC) section while the address and control
code decoding is done in the bus interface electronics (BIE) section. Both
sections control access operations to the array.

7.3.3.3,1 Bus Interface Electronics Section, The BIE section performs
the functions of address detection, control code decoding and read/write
operations for data sent over the buses. The memory module has three BIE
sections, one for each bus. A block diagram of a single BIE section is
shown in Figure 7-5,

7. 3.3.3. 1.1 Normal Operation. Each memory module of the computer is
assigned a four bit address code. The module will accept only those control
codes that accompany an address code whose four (4) most significant bits
are the same as the module address code. The module address code is held
in the module address register of the BIE section, The address code is also
stored in a dedicated location in memory. Upon recovery from a power
transient, the module address code is accessed from the array and placed in
the module address register to return the module to the pre-transient condi-
tion. Each BIE section may have a different address, so all codes must be
stored in the array. The module address code may be changed by the CPU
program by using one of the control codes.
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Properly addressed control codes are decoded by the BIE section logic
and the proper operation started. The control codes are:

1, Read Data Word
The contents of the memory location specified by the
address on the bus address lines are read into the BIE
buffer register. The most significant 16 bits are
placed on the bus data out lines followed 100 nano-
seconds later by the least significant 16 bits,

2, Write Full Word
The two 16 bit bytes are read from the bus data in
lines into the buffer register to form a 32 bit word.
This word is written into memory at the location
specified by the address on the bus address lines,

3. Write Left Half Word
The bus data in lines are read into the most significant
bit positions of the buffer register. These 16 bits
are then read into the most significant half of the
memory location specified by the address on the
bus address lines,

4. Write Right Half Word
This is the same as Write Left Half Word except
that the least significant bit positions of the buffer
register and memory location are affected,

5, Mode Command Present
The five most significant bits of the bus data in
lines are read into the TAC section buffer register
- associated with this bus,

6. Read Module Mode
The contents of the module mode register in the
TAC section are read into the BIE buffer register
and placed on the bus data out lines, .

7. Restore Module Address
The BIE section accesses the memory location
holding the module address code and places that
code into the module address register,

The operation of the module, due to the above control codes, can be
altered by the module mode. This will be discussed in the mode command
paragraph.

7.3.3.3,1.2 Module Address Determination. When power is initially applied
to the computer, the memory address register (MAR) of each memory
module can either be forced to a given state or allowed to settle into any
arbitrary state. Good system design demands that all modules be identical
so the initial module addresses would either 2ll be the same or be various
unknown and most likely non-repeatable codes. Either situation is
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undesirable. Further, during operation it is possible that noise or other
undetected system perturbations may cause one or more bits of the MAR to
change giving an unknown address to the module. Some means must be
provided to enable the CPU to sample or set the contents of the MAR of
each memory module,

The assignment of a fixed address code {actually the four most signi=
ficant bits of the 18 bit address code) that is unique to each module will do
the job. The maximum number of memory modules on a memory bus wiil
be twelve. To have the fixed codes and the MAR codes all different will
require 24 codes and the addition of another bit to the address code for a
total of 19 bits, This extra bit and the circuitry required to use it can be
avoided if fixed and MAR codes are allowed to be idential but not for any
one module and the control codes honored by the module restricted accord-
ing to the way the address code is defined at the module,

If the four bit code is held in the MAR, the control code described in
7. 3. 3.3. 1. 1 will be honored by the module, If the four bit code is the fixed
code, the following control codes will be honored:

1. Read Module Address

The contents of the module address register of the
BIE section are read into the buffer register and
placed on the bus data out lines,

2. Store Module Address

The BIE section reads the bus data in lines into
the buffer register, The contents of the buffer
register are then placed in the dedicated memory
location. This memory location is then read

out and placed in the module address register.

The fixed code will be set into the modules by manually attaching a plug
to a computer connector. The plug will have four codes wired into it for the
maximum set of computer memory modules. Each computer will have a
plug which will be generated in sets of three. Each compartment which can
contain three computers is considered to be independent since memory
buses are restricted to within a compartment so the plugs can be identical
for each compartment.

7.3.3.3.2 Timing and Control Section. The TAC section controls the
memory operating modes and determines the timing for the module. A
block diagram is shown in Figure 7-6.

7.3.3.3.2.1 Timing. The module timing is based upon the logic clock used

in the rest of the computer. A tapped delay line is used to generate the
various intermediate time intervals for proper module operation. When the
computer fails (as indicated by the P matrix of the VCS), the module auto-
matically switches to the logic clock of the other computer in the compartment.
The buses operate on a request/acknowledge basis so that it is not necessary
to switch between clocks during normal operation.
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Normally, requests over the three buses are handled on a first come,
first served basis. Should all buses request service at the same time, the
request from bus 3 will not be serviced until after the requests fvom bus 1 and
2 are honored. Betweenbuses 1l and 2, the request from the bus that was not
serviced last will be honored first.

7. 3.3.3.2.2 Mode Control. The operating mode of the module is deter-
mined by mode commands received from the CPU. A mode change is made
only if identical mode commands are received over buses 1 and 2. Mode
commands over bus 3 will not be honored by the module. Two mode com-
mands are sent by the CPU. One command determines the operating status
of buses 1 and 2, The other command determines the operating status of
bus 3.

The mode commands for buses 1 and 2 are:

1, Full operation oyer bus 1 and bus 2:
The module will accept and honor all control codes
and all mode commands received over both buses,
Priority is as described in paragraph 7, 3.3.3.2. 1,

2, Full operation over bus 1; no operation over bus 2:
The module will accept and honor all mode commands
received over both buses. The module will accept and
honor all control codes received over bus 1. The
module will not accept or honor any control codes
sent over bus 2,

3, Full operation over bus 2; no operation over bus 1:
Same as 2 except that the roles of bus 1 and bus 2
are reversed.

4, Full operation over bus 1; read only operation over bus 2:
The module will accept and honor all mode commands
received over both buses, The module will accept and
honor all control codes received over bus 1., The module

will accept and honor only read control codes over bus
2

Lo

5. Full operation over bus 2; read only operation over bus 1:
Same as 4 except that the roles of bus 1 and bus 2
are reversed,

6. Full operation over bus 1; scratch pad operation over bus 2:
The module will accept and honor all mode commands
received over both buses. The module will accept and
honor all control codes received over bus 1. The
module will accept and honor ail control codes received
over bus 2 that access a given set of locations in
memory or that call for a read module address or
mode operation,
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7. Full operation over bus 2; scratch pad operation over bus 1:
Same as 6 except that the roles of bus 1 and bus 2 are
reversed,

8. Full operation over bus l; scratch pad and read only
operation over bus 2:
The module will accept and honor all mode commands
received over both buses, The module will accept
and honor all control codes received over bus 1. The
module will accept and honor all control codes received
over bus 2 that access a given set of memory
locations or that call for a read operation,

9. Full operation over bus 2; scratch pad and read only
operation over bus I:
Same as 8 except that the roles of bus 1 and bus 2
are reversed.

10. Restore Module Mode
The module will access the memory location holding
the module mode command and read the contents of
that location into the mode register.

The mode commands for bus 3 are:

1. No operation over bus 3:
No control codes received over bus 3 will be honored.

2, Full operation over bus 3:
’ All control codes received over bus 3 will be honored.

3. Read only operation over bus 3:
The module will accept and honor only read control codes
over bus 3,

4, Scratch pad operation over bus 3:
The module will accept and honor all control codes
received over bus 3 that access a given set of
locations in memory or that call for a read module
address operation.

5. Scratch pad and read only operation over bus 3:
The module will accept and honor all control codes
received over bus 3 that access a given set of
memory locations or that call for a read operation,

The arrival of a mode command over bus 1 or 2 starts a mode change
sequence in the TAC section, The mode command is transferred into a
buffer register in the TAC section that is associated with the bus over which
the mode command was received, When a mode command is received over
the other bus, both buffer registers are compared. If the two registers
disagree, the mode register is not changed and the module continues to
operate in the previous mode,
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If the two registers agree, the contents of the buffer register associated
with bus 1 are read into the memory location dedicated to holding the module
mode command., That memory location is accessed and the contents read
into the mode register,

The failure of either computer as indicated by the P matrix of the VC3
of that computer will cause the TAC section to accept and honor mode com-
mands from the remaining good computer without going through the mode
command comparison sequence, When both computers are failed as
indicated by the P matrices, the mode register is set to full operation over
both buses and the mode command comparison logic is disabled.

7. 3. 3.4 Data Protection, To insure proper operation of the system, the
data stored in memory may have to be protected in two ways. One type of
protection is to keep bad data from being sent from the memory module and
the other type is to keep certain data in memory from being changed by the
CPU or I0OP writing in those locations. The first type of protection can be
achieved simply by generating and storing a parity bit with each half-word
and checking this parity when the half-word is read out. The second type of
protection can be achieved by preventing write operations into specified
memory locations when the system is on line.

7.3.3.4.1 Memory Write Protect. Protection against writing in specified
memory locations can be achieved in two ways although functionally, the
results are the same, An attempt to write in a memory location that is pro-
tected will result in an interrupt being generated and the write operation
being terminated. Selection of the protection method mechanization requires
knowledge of system facts that are not now available but will be known at the
time of actual hardware design, The two types of protection will be described
here but no recommendation is made for selection,

7.3.3.4.2.1 Word Protect. One method is to protect each individual word
in memory by storing a protect bit along with the word in memory. When a
write operation is called for, the contents of the memory location are read
out and the protect bit investigated. If the bit indicates protect, an interrupt
is generated and the write operation terminated. If the bit indicates write,
the write operation is completed.

This method is very flexible and can be used anywhere in memory without
having to structure the program. The additional bit stored in memory
requires a larger array (about 2. 8% increase) along with one more each of a
read and write channel circuitry. Perhaps the most important aspect of this
method is the requirement for a read operation before a write operation.

This means that a write operation will take a minimum of 1. 75 microseconds
instead of a nocrmal one microsecond,

7. 3. 3. 4.2, 2 Block Protect. This method involves protecting specified blocks
of memory locations by comparing the address of a write operation against
protected addresses. If the addresses match, an interrupt is generated and
the operation is terminated. If the addresses do not matich, the operation is
completed.
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The addresses specifying the upper and lower bounds of each protected
block must be held in logic of the memory module. The more blocks, the
more addresses and also the more bits in each address. In a simple case,
the protection of half the module would require the comparison of only one
bit, the more significant one of the address., If half the memory is to be
protected but in two separate blocks, comparison of at least the two most
significant bits must be made. Thus, it can be seen that a large number of
small blocks leads to large amounts of logic,

The codes specifying the block limits could be entered by means of
wired plugs attached to external computer connectors, Again, the amount
of hardware needed is related to the size and number of protected blocks.

Time to accomplish the write operation in this method does not increase
regardless of the size or number of protected blocks since all comparisons
can be done in parallel. The effective memory write cycle time will remain
at one microsecond.

7.3.3.5 Memory Operations

7.3.3.5.1 Write Cycle, The write operation is accomplished by the
coincidence of word and bit currents at each bit address for the selected
word. The polarity of the bit current establishes the storage state for the
corresponding bit. A pre-write of the storage state complement is also
included in the cycle to optimize wire performance. Hence, the write
operation requires one word current pulse, which is coincident with the bit
currents (see Figure 7-7 for timing diagram). The total memory write
cycle is accomplished in less than 1, 0 microsecond.

The cycle begins when the memory module receives an address and a
write control word. Whether a half word or full word is to be written is
determined by the control word.

The address inputs are decoded and internally generated timing pulses
command the selection of the appropriate X and Y word current switches and
the proper pair of bit current switches for each bit. The word current source
and bit current switches are then keyed to produce the required drive cur=-
rents in the selected word and bit lines. Input data determines the sequence
of the bipolar bit currents and, therefore, the polarity of each bit written,

7.3.3.5.2 Read Cycle. Readout is accomplished by applying a current
down the selected word access lines and then sensing the polarity of cor=
responding induced voltage on the sense/bit line (plated wire) for each of the
bits in the requested word. Since signal outputs will be present on all
plated wires along the selected word line, the gating of the appropriate
signal inputs to the sense amplifiers is made for each bit,

The cycle (see Figure 7-8 for timing diagram) begins when the memory
receives the address, and a read control word. The address is decoded and
internally generated timing pulses command the selection of the appropriate
X and Y word current switches and gate ''on'' the proper MOS switch and pre-
amplifier in the sense amplifiers for each bit. Word current is then routed
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down the proper line, and the selected plated wire output signals are then
amplified and discriminated to become available in the output data register.
Information becomes available at the memory interface in 16 bit segments,
the first segment 500 nanoseconds after the cycle start command and the
second 600 nanoseconds after the cycle start command. A complete
memory read cycle requires 750 nanoseconds.

7.3.4 Input/Output Processor Module

In Section 4.5 a description of the IOP and VCS system operation was
given; in addition, a detailed description of the VCS was presented. The
mechanization of the IOP will be described in this section with the VCS
included in the IOP,

The Input/Output Processor (IOP) of the computer performs these
functions:

a. Communication with devices external to the computcr.

b. Program time synchronization,

c. Computer fault detection.

d. Voting comparison on data transmitted to local processors,

The first two functions are performed by the IOP executing commands
that are stored in the computer memory or by the IOP responding to control
words received from another computer. The fault detection function is built
into the hardware and requires no stored commands. The last function is

performed by the VCS section of the IOP hardware as specified by the setting
of two matrices in the VCS section.

A block diagram of the IOP is shown in Figure 7-9.

The IOP interfaces with external devices over three types of data buses:
a. Type 1 bus for computer~-to-computer communication;
b. Type 2 bus for computer-to~local processor communication;

¢. Type 3 bus for computer~to-mass memory system
communication.

The type 1 and 2 buses are serial channels with the messages being
handled in a bit serial and word serial fashion. These messages are made up
of a control word (32 bits long) and from one to 63 data words (16 bits long).
All words sent over the buses will have a parity bit for each 16 bits. The
parity bit is used to make each word have an odd number of binary ones in the
word. The type 1 data bus consists of four (4) input channels and one output
channel. The type 2 data bus consists of one input and one output channeli.

The type 3 data bus is a parallel channel with the messages handled in a

bit paralle! and word serial fashion. The channel is bi-directional consisting
of 16 data lines, one parity line and two control lines, Each word is sent over
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this bus on a "ready-read' basis so no timing need be furnished over the
bus., Again, odd parity is used for each 16 bit word. Messages consist of
a control word and from one to 127 data words, Operations over this bus
are initiated by the data management system and the IOP can mask off this
bus during critical data transmission modes over the other two buses,

A real time counter is included in the IOP to provide a repetitive time
period reference for IOP and CPU program synchronization. The counter is
counted down to zero from a set value at the logic clock rate. At zero, the
counter issues an interrupt to the CPU and IOP mode controls, resets itself
and starts counting down again. The length of the time period is program-~
mable,

Detection of a computer failure is made by the built in test equipment.-
This consists of a counter in the IOP that operates as a ''"dead man' detector
in that, if the counter is not reset periodically, it will reach a zero count
and issue a computer No-Go discrete. This discrete is sent to all computers
in the system (this is the ""D" input to the VCS as shown in Figure 4-23) and,
when true, causes the computer issuing it to be ignored by the operating
computers, Fgilures both in hardware and software that prevent the resetting
of this counter are detected. The counter will be reset by accessing a dedi-
cated location in memory and loading the binary value found therein into the
ccunter and zeroing this location after access, It is up to the CPU to reload
this location to keep the counter reset.

The VCS function is included in the IOP. The operation of the VCS is
controlled by the P and R matrices. The R matrix contains the mode of the
computer system operation as defined by each computer. The P matrix
contains the Go/No~Go status of each computer as determined by itself and
other computers. The Ga/No-Go status of each computer in the P matrix
determines which entries in the R matrix are to be allowed to participate in
system mode determination. In this way, the R matrix is adapted because of
computer failures so that bad computers cannot disturb the system mode of
operation, The VCS was described in detail in Section 4. 5.

In order to provide data in sync (+ 1/2 word) to the VCS from the four
computers, it is necessary to synchronize the four computers, The IOP
contains a master sync controller that performs this function. The master
sync controller receives a control word generated internally by the IOP
program and also receives control words from the other computers (via Type
1 input channels). The timing of receipt of these control words determines
the synchronization. This synchronization is accomplished on a periodic basis.

The IOP is set into operation by the decoding of a command and/or a
control word. The commands are stored in the computer memory and are
accessed according to the command program counter in the IOP. Control
words are also stored in the memory and are also received from other com-
puters in the system over the inter-computer bus. Commands are executed
in sequence as any other software program, Control words are executed only
when specified by a command or when a control word is received over the
inter-computer bus.
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The IOP command list is as follows:
1. Halt and Proceed
2, Jump
3. Conditional Skip

4, Fetch Control Word

Figure 7-10 indicates a typical layout of the IOP program. The opera-~
tion of the fetch control word can be seen to mechanize the data transfer
operations of the IOP, Each fetch control word instruction contains an
address that points to the location of a control word. The control word con~
tains information that describes the type of operation to be performed (e. g. ,
input from local processors, output to another computer, etc.). Following
each control word is an address that points to the location of a data block.
The data block is the location into which input/output data is to be placed.

The IOP mechanization was considered in detail resulting in the detailed
bit, micro sequence, and timing specifications for all the IOP functions and

operations, Due to the length of the mechanization, it is reported separately
in Appendix 2,

I0P Program

Fetch (CW) ——~— __—sf

Fetch (CW) (Data Address) —T~__-* DATA
- CcwW
- (Data Address) o

Jump -

etc.

DATA

Figure 7-10. ICOP Pregram Operation
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7.3.5 Power Converter and Clock

7.3.5.1 General. The power converter and clock units supply signals
that are used throughout the computer. These signals form a common refer-
ence so that the electrical levels and timing in the various areas of the
computer have definite meaning with respect to each other.

7.3.5.2 Clock Unit., A master clock circuit provides the fundamental
timing for the computer, This master clock consists of a temperature com~
pensated crystal oscillator operating at a frequency high enough to satisfy

the requirements of the highest speed logic in the computer., In this computer,
the operating frequency of the logic will be one megahertz while the memory
buses will operate at ten megahertz. Internal memory timing will be derived
from the logic frequency by the use of a tapped delay line, A block diagram

of the clock unit is shown in Figure 7-11.

The output of the oscillator is aniplified and transmitted to the memory
bus interface circuits in the CPU, IOP and memory modules., The oscil-
lator output is also used to provide a timing signal to a four phase clock
generator. The output of this generator consists of four signals that are
used as timing signals in the MOS logic., These timing signals are not
symmetrical and are time displaced with respect to each other but all have a
period of one microsecond.

The overall accuracy of the master clock will be + 100 parts per million
for long term and + 80 parts per million for the short term (about 48 hours).

7.3.5.3 Power Converter Unit, A power converter is necessary to
match the requirements of the computer circuits with the chharacteristics of
the primary power supply. Each computer will have a power converter
capable of supplying all secondary power for the maximum computer config-
uration of one CPU, one IOP and four memory modules,

In Section 10 it will be shown that four independent power buses would be
needed in order to meet the failure criteria of this overall system. The com-
puter complex will be connected to these buses in such a way that the failure
of two buses will result in the loss of only one computer., Table 7-2 illustrates
a typical connection,

Table 7-2, Computer/Power Bus Connection

‘ .. __ Computer : ' ;
Power Bus - ... __ I 11 me i Iv v , VI
A X X X
' T 3
B X X X
, C X X g X
| D i X X | X
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The input power is assumed to be +28 VDC with a normal working range
of 24 to 28. 5 volts and with transients limited from 20 to 35 volts. This will
allow the use of a DC to DC type of converter with the attendant weight, size,
and reliability benefits.

7.3.5.3.1 Organizaﬁon, The power converter unit will have the following
functional areas:

Load Controller
. DC to DC Converter

Preregulator

. Series Regulators
. Switching Regulators
. RFI Filters

o Ut o WY e

A block diagram of the power converter is shown in Figure 7-12,

7.3.5.3.1.1 Load Controller. The load controller consists of two power
switches and the bus monitor and selector unit {(BMSU), The load controller
performs these functions,

l. Isolation =~ Failures in the power bus will not tend
to propogate into the computer or vice versa,

2, Selection - Only one power bus will be connected to
the converter input at one time.

3, Detection - Voltage level at the converter input will be
monitored and a switch to the alternate power
bus will be made if certain conditions are
violated.

The BMSU performs function 3 and provides the control signals for
function 2. The BMSU will monitor the voltage level at the input to the DC to
DC converter. Voltage level excursions outside of the limits 20 to 35 volts
for a period of time exceeding 50 microseconds will cause the BMSU to
signal a change to the other power bus. This switching from one bus to the
other will continue as long as there is sufficient power available to operate
the load controller. The power for the load controller circuits will be taken
from both power buses in front of the load controllers to insure operation as
soon as one bus has power within the controller operating range.

The power switches perform functions 1 and 2. The switches are opened
or closed due to the signals from the BMSU, The switches are connected so
that one is closed when the other is open, Both switches in the same state is
a failure leading to shutdown by breaking fuse links. These switches are to
be solid state to reduce bus switching times and to gain increased reliability.
Fast switching times result in the secondary levels of the power converter
remaining constant when going from one bus to another so that computer
operation is not affected. (See Section 10 for details concerning trade offs
leading to mechanization selection, )
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7.3.5.3.1.2 DC to DC Converter. This unit changes the input DC power
into a square wave which is applied to a transformer, This is accomplished

by driving two power transistors with timing signals from a free running
multivibrator. The transistors are alternately turned on and off, When On,
the transistors apply 28 VDC power to either side of a center tapped primary
winding of the transformer, The center-tap is connected to ground. This has
the effect of producing a square wave that can be processed by the transformer,
The multivibrator operates in a frequency range of 12 to 18 kilohertz,

The required voltage levels to drive the regulators are developed from
the secondary windings of the transformer. These voltages are rectified,
filtered and distributed to the regulators,

7.3.5.3,1.3 Pre-Regulator. This unit delivers the power to drive the
logic circuits of the memory modules and the coarse regulation for the power
for the memory read and write circuits. This is done to reduce the design
requirements in the series regulators. :

7.3.5.3.1. 4 Series Regulators, These regulators are the usual type of
regulator that uses a series dissipative element to control the output levels,
These regulators provide the final regulation and fast response time required
by the memory. In addition, one of these levels is temperature compensated
to allow the memory to properly function over large temperature variations,

7.3.5.3,1.5 Switching Regulators, This type of regulator uses the
principle of pulse width modulation to control the output levels, Higher
efficiencies can be obtained from this type regulator over the series regulator.
The regulator operates at frequencies about twenty (20) kilohertz which
results in high frequency harmonics of appreciable power being developed

that can cause interference in other systems, These regulators are used to
supply the power requirements of the CPU and IOP logic.

7.3.5.3,1.6 RFI Filters, Components of RF energy are generated by the
DC to DC converter, switching regulators and rectifier switching operations
that must be suppressed, The paths that this energy may take are the con-
ductive path over the wires connecting the power converter into the system
and the radiative path through the air. Filters made up of reactive elements
are placed in series with every line going to or from the power converter.
These filters are low pass filters having high attenuation of frequencies above
100 hertz. The power converter will be enclosed in anRF tight enclosure to
intercept the radiated energy and return it to the system ground,

7-33
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8.0 SOFTWARE AND SIMULATION

8.1 INTRODUCTION
The Software and Simulation task had a three-fold objective:

1. Design and develop a software simulation of the selected
computer system design developed during Task 7 (Section 7).
The simulation should be suitable for use as a tool for
evaluation/demonstration of preliminary design concepts
and techniques,

2. Design and develop the software routines necessary to
operate the simulated computer system in a FOOS
environment, -

3. Utilize the simulation system to debug the software and
system design and to demonstrate and evaluate the feasi-
bility and functional performance of the selected computer/
software system.

The Reconfigurable G&C Computer (RGC) simulation system which was
developed during this task consists of two computer programs: 1. The RGC
Assembly program, and 2. The RGC Computer System Simulator program.
These programs are available in a form suitable for execution at NASA MSC.

The simulation system is described in more detail in Section 8, 2 and Appendix
4,

The software routines programmed for execution on the Simulation System
are referred to as the RGC Software Systermn and constitute a limited'bperating
system'for the simulated RGC computer system. This software is composed
of three sub-programs: 1) Executive program, 2) Input/Output program, and
3) Resource Controller program. These programs are described in more
detail in Section 8. 3 and Appendix 4.

Use of the Simulation system involved four primary activities:

1. Refining and solidifying the functional design characteristics
of the selected system being evaluated during the study.

2. Debugging and evaluating operation of the Simulation system
itself.

3. Debugging and refining software for the selected system
“design.

4, Evaluating overall system performance using fault
simulation.

These activities are described in Section 8. 4.
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8,2 SIMULATION SYSTEM
8,2.1 General

The RGC Simulation System is comprised of two separate computer
programs, the RGC Assembly Program and the RGC Computer System
Simulator Program, These programs are written in the FORTRAN IV
language and are compatible from a language standpoint with most medium
and large scale general purpose computer system; among them, the IBM 5360,
CDC 6600, XDS Sigma 5/7, and Univac 1108, The programs have been
executed on all the above systems except the 1108,

The two programs are executed independently. The Assembly Program
is used to process programs written in a symbolic assembly language for
execution on the simulated RGC computer system and convert them to a format
suitable for input to the Simulator program, Additionally, the Assembly
Program produces a printed listing of the programs. The Simulator Pro-
gram simulates functional operation of the selected RGC computer system
design by "executing' the assembled RGC computer programs and providing
a printed trace of CPU, IQP, and memory activity and interaction., Simu-
lation is performed at a functional, machine-register level and does not
duplicate specific logic or circuit mechanizations.

8,2.2 RGC Computer System

Volume 2, Section 7 of this report describes the detailed mechaniza-
tion of the selected RGC Computer System design. The simulation of this
system design was developed to represent only the functional aspects of the
design in order to demonstrate/evaluate the system's conformance to
functional performance requirements, specifically the FOOS requirements.
Therefore, in order to make the simulation as efficient and cost-effective
as possible, the system architecture that is mechanized in the Simulator
program was modified from the mechanization described in Section 7. The
modifications were carefully considered to insure that the functional integ-
rity of the simulation was not degraded. The IOP instruction repertoire is
the most obvious area of change. Due to the inefficiency of dealing with bit
level operations in the Fortran language, it was desirable to eliminate the
IOP's compressed control word format described in the mechanization of
Section 7. This was accomplished by assigning the control word functions
to separate instruction types in the simulated IOP and elimirating the
control word concept, It should be observed that the IOP functions remain
intact, however,

On the other hand, functions considered to be particularly critical or
unique in the system design are simulated in a more detailed exact manner
and, in fact, portions of the VCS are simulated at a logic equation level.

The remainder of Section 8.2, 2 is a description of the computer system
mechanized in the Simulator Program.

8-2
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8.2.2.1 General. The simulated computer system is comprised of the
following physical modules:

4 central processing units (CPU)
4 input/output processiné units (IOP)
8 memory modules

The computer system is divided into two physically separate and dis-
tinct compartments. Each compartment contains two computers where a
computer consists of 1 CPU, 1 I0P, and 2 memory modules. The particu=-
lar modules comprising a given computer may vary, but the term "Computer
1" always refers to the collection of modules currently associated with
IOP 1., Figure 8-1 is a block diagram of compartment A which contains
computers 1 and 2; compartment B is identical and contains computers 3
and 4.

The size and number of memory modules may be varied in the simula-
tor but 8 modules with 2000 words/module will be assumed in the following
description.

8.2,2.2 Memory Addressing, Each CPU can address 4 modules of
main memory; i, e, , all the memory in i*ts compartment. However, the
address (1, 2, 3, or 4) for a given memory module can be modified under
program control; hence module 1, for instance, might represent addresses
1 to 2000 at one time and locations 6001 to 8000 another time. Moreover,
the module address is unique to a memory bus and hence to a CPU/IOP
combination, so each module has 2 addresses. Therefore, module 1 might
simultaneously represent locations 1 to 2000 for CPU 1 and locations 4001
to 6000 for CPU 2, The SMA instruction is used to set the memory module
address, Use of the instruction requires knowledge of a module's current
address in order to change the address. Obviously assigning the same
address to more than one module would create conflicts on the bus and make
those modules inoperative,

8.2,2,3 Memory Access, Several levels of memory access control
are provided to prevent inadvertent memory modification and/or accessing
conflicts.

Each individual memory location contains a ''storage protect' indicator
which determines whether modification of its contents are allowed. This
indicator is set during initial program loading., If during instruction
execution an attempt is made to modify a 'protected'’ location, the Storage
Protect Interrupt (#2) is generated.

In addition, each memory module has five different access options which
are selected by control commands from the two CPU's in the compartment.
The access option determines what level of memory access is available to
each of the two memory channels (buses).
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8.2, 2. 3 {Continued)
The options are:
(1) Both channels open (read and write)
(2) Channel A open, Channel B closed (no read or write)
(3) Channel B open, Channel % closed
‘(4) Channel A open, Channel B open for read only
(5) Channel B open, Channel A @en for rnd only,

The SAC instruction is used to select the opnon for each memory
module., However, as long as both computers in the compartment are
'"good'" (as determined by the diagonal elements of the P-matrix) selection
of a new option can only be accomplished by agreement of the two CPU'!s in
the compartment, When only one computer in the compartment is good,
only it can select a new option., When neither computers are good, either
one can change the option without agreement from the other. If during
instruction execution, accegs is requested over a closed memory channel,
the Access Violation Interrupt (#2) is generated.

8.2,.2.4 Central Processing Units, Each CPU will have the following
characteristics:

9 General Registers (R1 - Rg)
1 Program Counter
100 Word Non-Alterable Local Memory (ROM)

The nine general registers may be used for address modification, as
arithmetic accumulators, or as auxiliary storage registers., Register 9,
however, is used as a pointer for a special data ''stack'' associated with
each CPU, and therefore its use as a general register must be restricted.

The program counter is used to maintain the memory address of the
current instruction.

8.2.2.4.1 Instruction Formats. The instruction repertoire will be
described using a symbolic representation in the following general format
which is compatible with the input format for the Assembly Program
(Appendix 4).

@PC SYMBQLEN, SYMBOL$N, SYMBQ@L$N
where: ;
@PC = a 3-character mnemonic instruction code

SYMBQL = a) a decimal number
b) & symbolic expression (e., g., ALPHA)

$N = an "$" followed by a number from 1 through 9
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8,2,2,4.1 (Continued)

In general, the instruction mnemonic will be a direct computer instruce-
tion, however, a small number of '""pseudo=-instructions' in included as a
part of the computer description whose function is to provide some action or
control in the Simulator program,

There may be as many as three symbols of the form SYMBQL$N
included for a given instruction where the symbol or number preceding the
$ refers to a memory address and N specifies address modification
(indexing) by register N, Obviously, $N is omitted if indexing is not
desired for the particular address.

8.2,2,4.2 Data Formats, Two formats are provided for arithmetic
data, floating peint and integer fixed point., The range of numeric data,
binary format, and precision of arithmetic operations will vary depending
on what computer system is being used for simulation, However, these
differences should not be noticeable in programming the computer since
data formats in the assembler and simulator will be decimal and all compu-
tations except integer arithmetic will be performed in floating point,

8,2.2.4.3 Indexing. Any of the general registers may be used for
address modification, indexing, Normal address modification is performed;
i, e., the effective operand address is determined by summing the operand
address and the contents of the specified index register. Address modifica-
tion is only defined when the register contains a fixed point integer.

8.2.2.4.4 Arithmetic Instructions. Both floating point and fixed point
integer arithmetic is provided, Results of arithmetic operations can be
accumulated in either a general register or a specified memory location,

In the description of the following instructions, the term '"operand address"
refers to the value of SYMBQ@L$N (i, e., the effective address) and the term
"operand' refers to the contents of the memory location or machine regis-
ter designated by the operand address. Note that where the term SYMBQL$N
is used to designate an operand address, any of the nine general registers
may be specified at the programmer's discretion, however, indexing is not
permitted in that case.

1. MV SYMBPL.$N, SYMBPLSN (Move)
The lst operand replaces the 2_nd operand.

. SYMBAL$N, SYMBAL$N, X (Move Address)
2 ;I{wfV%( = 0, the Iit operand g replaces the 2nd operand.
Otherwise, the negative of the 1st operand address replaces
~ the 2nd operand.
3. XCH SYMBPLSN, SYMBPL$N (Exchange)
The 1lst and 2nd operands are interchanged.

L. ADD SYMBAL$N, SYMBAL$N, SYMBAL$N (Add)
The sum of the 1st operand and the 2nd operand replaces the
3rd operand. Integer fixed point addition is performed.

8-6
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8,2, 2,4, 4 {Continued)

5#

6o

80

90

10.

13.

14,

15,

16.

17.

18.

FLA SYMBPL$N, SYMBJL$N, SYMBPL$N (Floating Add)
Seme as Add except floating point addition is performed.
SUB SYMBJL$N, SYMBPL$N, SYMBPL$N (Subtract)

The result of the subtraction of the 2nd operand from the

1st operand replaces the 3rd operand. Integer fixed point
subtraction is performed.

FLS SYMBJL$N, . SYMBJL$N, SYMBFLEN (Floating Subtract)
Same as SUB except floating point subtraction is performed.
cgM SYMBFL$N, SYMBFL$N (Complement)

The negative of the lst operand replaces the 2nd operand.
The operand is treated as a fixed point integer.

FLC SYMBAL$N, SYMBAL$N (Floating Complement)
Same as C¢M,except operand is treated as & floating point
number.

MUL SYMBJL$N, SYMBPL$N, SYMBL$N (Multiply)
The product of the two operands replaces the 3rd operand.
Integer fixed point multiplication is performed.

FIM SYMBPL$N, SYMBAL$N, SYMBPL$N (Floating Multiply)
Seme as MUL except floating point multiplication is performed.
DIV SYMBAL$N, SYMBPL$N, SYMBAL$N (Divide)

The result of dividing the lst operand into the 2nd operand

replaces the 3rd operand. Integer division is performed
and the result is truncated.

FLD SYMBJL$N, SYMBAL$N, SYMBPL$N (Floating Divide)
Same as DIV except floating point division is performed.

FIX SYMBAL$N, SYMB@L$N (Convert to fixed point)

-The 1st operand (assumed floating point) is converted to &

fixed point integer (truncated) and replaces the 2nd operand.

FLT SYMBAL$N, SYMB@L$N (Convert to floating point)
The 1st operand (essumed a fixed point integer) is converted
to floeting point and replaces the 2nd operand.

SIN SYMBL.$N, SYMBEL$N (sine)

The sine of the lst operand (assumed floating point in
degrees) replaces the 2nd operand.

cos SYMBJL$N, SYMBAL$N (Cosine)
The cosine of the 1st operand (assumed floasting point in
in degrees) replaces the 2nd operand.

SR SYMBJL$N, SYMBEN (Square Root)
The square root of the lst operand (assumed floating point)
replaces the 2nd operand. '

8-7
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8.2.2.4.5 Logical Operations., All logical data will be represented as
true/false (set/reset) states of a set of machine flags (flip-flops). A set of
200 of these flags will be associated with each memory module. The flags
cantbelset, reset, tested, and further manipulated under CPU program
control,

_ The following instructions are provided for logical manipulation, For
this group of instructions the value of the operand designator FLAGEN is
only defined for the range 1 to 400,

1. SET FLAG$N, FLAGHN, FLAGSN (set flags)
The machine flag(s) specified by the operand(s), FLAG +
(RN), are set.

2. RST FLAG$N, FLAGSN, FLAG$N  (Reset flags)
The machine flag(s) specified by the operand(s) are reset.

3. IV I, FLAG$N, FLAG$N  (Invert flags)

The state of the block of I flag(s) specified by the 2nd ogerand
is inverted and copied into the block starting with the 3rd operand.

k. ¢pyY I, FLAG$N, FLAG$N (Copy flags)
A block of I flags starting with the 3rd operand is set/reset to
Egr?sgggc)i to the state of the block starting with the 2nd operand.
5. AND FLAG$N, FLAG$N, FLAGSN  (And flags)
The flag specified by the 3rd operasnd is set/ reset to
correspond to the logical product of the flags specified
by the 1st and 2nd operands.

6. OR FLAG$N, FLAG$N, FLAGSN (Or flags)
The flag specified by the 3rd operand is set/reset to
correspond to the logical sum of the flags specified by
the 1st and 2nd operands.

7. STB I, FLAG$N (Set block)
The block of I flsgs starting with the 2nd operand is set.

8. RSB I, FLAG$N (Reset block)
The block of I flags starting with the 2nd operand is reset.

9. ANB I, FLAG$N, FLAG$N  ('AND' block)
The block of I flags starting with the 2nd operand is ‘anded’®
(logical product) with the block starting with the 3rd operand
and the result replaces the latter block.

10. ORB I, FLAG$N, FLAG$N ('OR' block)
Same as ANB except logical sum is used instead of a logical
product .
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8.2.2.4.6 Data Stacking. A 50 word temporary data stack is associated
with each computer, The stack locations are addressed 1 - 25 and register
9 is used as a pointer for the stack. The stack is filled from address 1
upward and the pointer always contains the address of the uppermost stack
entry, o

The stack is used in conjunction with BSR, RET, RRT, and IRT:
instructions as temporary storage for saving register data. Additionally,
the stack may be used for ''scratch'’ storage where subroutine reé-entrance
is desired. The following instructions are provided for that purpose:

1. MTS SYMBAL$N, K (Move To Stack)

The first operand replaces the contents of the stack
locstion specified by RO + K. If K > O, register 9 is
incremented by K. (K must be an integer).

2. MFS SYMBAL$N, K (Move From Stack)

The contents of the stack location specified by R9 + K
replace the first operand. Register 9 is unchanged.
(K must be an integer).

8.2,2,4.7 Branch Instruction. The following instructions are provided
for conditional and unconditional modification of the program execution
sequence. Note that the first operand for these instructions may not specify
a general register. '

1. B SYMBAL$N  (Branch)
The program counter is set to the operand address. »

2. BRI SYMBL$N  (Branch Release Interrupts)

Same as B except the interrupt level currently active
is released. (See description of Interrupt System).

3. BSR SYMBAL$N, K (Branch to Subroutine)

The program counter is set to the operand address. The”
previous value of registers R4, R3, R2, Rl, and the program
counter are stored in that order in the data stack starting
at the address specified by R9 + 1 + K. Register 9 is
incremented by K + 5 where 0 <. K <_ 50.

k., RET K - (Return)

The contents of the stack location 'specifie,d by RO replace
the contents of the program counter. Register 9 is decremented
by K + 5, where 0 £ K X 50. C

8-9
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8.2,2.4,7 {(Continued)

5. RRT K . (Return & Restore)

The contents of the five stack locations starting downward
from the address specified by RO replace the contents of the
program counter and Rl - R4 respectively. Register 9 is
decremented by K + 5 where 0 < K < 50.

6. IRT K (Interrupt Return)

The contents of the nine stack locations starting downward
from the address specified by R9 replace the contents of the
program counter and Rl - R8 respectively. Register 9 is
decremented by 9. In addition, the interrupt level currently
active (if any) is released. (See description of Interrupt
System).

T. BE SYMBAL$N, SYMBAL$N, SYMBALSN (Branch on Fqual)

If the 2nd and 3rd operands are numerically equivalent, the
program counter is set to the lst operand address. Otherwise,
the program counter is incremented normally.

8. BNE . SYMBAL$N, SYMBELSN, SYMBAL$N (Branch on Not Fgqual)

If the 2nd and 3rd operands are numerically different, the
program counter 1s set to the lst operand address. Otherwise,
the program counter is incremented normally.

9. BGT SYMB@L$N, SYMBPL$N, SYMBSL$N  (Branch on Greater Than)

If the 2nd operand is numerically larger than the 3rd operand,
the program counter is set to the lst operand address. Other-
wise, the program counter is incremented normally.

10. BLT SYMBAL$N, SYMBL$N, SYMBALSN (Branch on Less Than)

If the 2nd operand is numerically smeller than the 3rd
operand, the program counter is set to the lst operand
address. Otherwise, the program counter is incremented
normally.

11. BIL SYMBPL$N, SYMBAL$N, SYMBAL$N (Branch in Limits)

If the 2nd operand is numerically larger than or equal

to the 3rd operand and smaller than or equal to the
contents of the 3rd operand address plus one, the program
counter is set to the lst operand address. Otherwise, the
program counter is incremented normelly.
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1.2.

130

1k,

15.

16.

170

18.
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{Continued)

 BL SYMBOL$N, SYMBOL$N, SYMBOL$N (Branch Out of Limits)

If the 2nd operand is numerically smeller than the 3rd
operand or larger than the contents of the 3rd operand
eddress plus one, the program counter is set to the 1st
operand address. Otherwise, the program counter is
incremented normally.

BI SYMBPL$N, SYMBAL$N, DATA (Branch and Increment)

The sum of the 2nd operand and the value of DATA replace the
2nd operand. If the sum is negative, the program counter

is set to the lst operand address. Otherwise, the program
counter is incremented normally.

BS SYMBPL$N, FLAG$N, FLAGSN (Branch on Set)

If the flags specified by the 2nd operand and 3rd operand
are set, the program counter is set to the lst operand
address. Otherwise, the program counter is incremented
normally.

BR SYMBAL$N, FLAGSN, FLAGEN (Branch on Reset)

If the flags specified by the 2nd operand and 3rd operand
are reset, the program counter is set to the 1st operand
address. Otherwise, the program counter is incremented
normally.

BM SYMBL$N, FLAGHN, FLAGSN (Branch on Mixed)

If the state of the flags specified by the 2nd and 3rd
operands is different, the program counter is set to the
1lst operand address. Otherwise, the program counter is
incremented normally.

BMS SYMBOL$N, FLAG$N, FLAGSN (Branch on Mixed Specific)

If the flag specified by the 2nd operand is set and the flag
specified by the 3rd operand is reset, the program counter
is set to the 1lst operand address. Otherwise, the program
counter is incremented normally.

BBS SYMBPL$N, I, FLAG$N (Branch on Block Set)

If the block of I flags starting with the 3rd operand is set,
the program counter is set to the lst operand address. Other-
wise, the program counter is incremented normaslly.

8«11
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8,2.2.4,7 {Continued)

19.

20.

8.2.2.4.8

BBR SYMBPL$N, I, FLAGHN (Branch on Block Reset)

If the block of I flags starting with the 3rd operand is
reset, the program counter is set to the lst operand address.
Otherwise, the program counter is incremented normally.

BBE SYMBPL$N, FLAG$N, FLAGHN (Branch on Block Egual)

If the block of 4 flags starting with the 2nd operand is
logically equivalent to the block of 4 filags starting with
the 3rd operand, the program counter is set to the lst operand
address. Otherwise, the program counter is incremented
normally.

Control Instructions. The following instructions provide

basic mode control:

1l

be

WI (Wait for Interrupt)
The program counter is incremented by one and CPU enters s
"non-compute” mode. The "compute" mode will be reentered
when any interrupt is received, at which time normal execution
will be resumed.

HLT (Halt)

The CPU enters & "halt" mode. No interrupts are recognized
in this mode.

SMA SYMBPL$N, SYMBALSN (select Module Address)
The address of the memory module specified by the lst operand
gddress is set to the 2nd operand address.

SAC SYMB@L$N, SYMBALSN (Set Access Control)

This instruction selects the memory access option specified
by the 2nd operand address for the memory module specified
by the 1lst operand address. The access options are as
follows:

(1) Both channels open

(2) Channel A open, channel B closed

(3) Channel B open, channel A closed

(4) Channel A open, channel B open for read only

(5) Channel B open, channel A open for read only

8§-12



C70-171/301

8,2.2,4.9 Read Only Memory Module {ROM). Each CPU contains a 100
word non-alterable memory. The primary purpose of this memory is to
provide capability for autonomous CPU operation to assist in module level
reconfiguration, This memory is addressed as locations 1 to 100 and two

instructions are provided to enable program branching between main mem-
ory and the ROM,

1. BIM SYMB@L$N (Branch to Local Memory)

The local memory mode is established. The program counter
is set to the lst operand address (in the ROM).

2. BWM SYMBJLSN (Branch to Main Memory)

The main memory mode is established. The program counter is
set to the lst operand e.ddress (in main memory).

8.2,2.4,10 Interrupt System, Six interrupt levels are provided for each
CPU, A different priority is associated with each level. Two levels of
control are provided for the interrupt system: 1) the entire system can be
enabled or disabled under CPU control, and 2) each individual interrupt
level can be armed or disarmed selectively under CPU control, When an
individual interrupt level is disarmed, no interrupt at that level is recognized
r retained, When a level is armed, the interrupt level will become active if:
1) an interrupt is present, 2) the interrupt system is enabled, and 3) no

level of higher priority is currently active.

When an interrupt level becomes active, the CPU interrupts the pro-

gram sequence, stores the contents of registers, R8, R7, ..., Fl, and
the program counter in the data stack advancing R9 by 9, and executes the
instruction in one of six fixed locations in the ROM, This instruction will
normally be a BMM or B instruction which transfers control to the inter-
rupt processing subroutine. Normally an interrupt level, once active,
remains in that state until an interrupt return instruction (IRT or BRI) is
executed signifying that processing has been completed. However, the

level may be temporarily made inactive if a level of higher priority requires
servicing,

The following instructions are provided for control of the interrupt
system, It should be noted that an interrupt level will not become active
until after execution of one instruction subsequent to an EI instruction,

1. EI {Enable Interrupts)
The interrupt system is enabled.

2. DI {Disable Interrupts)
The interrupt system is disable,

3, Al 1, 1,1 {Arm Interrupts)

The interrupt(s) specified by the operand(s) are
armed{I = 1, 2, ..., 6)

8-13
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8.,2.2,4,10 (Continued)

4-

DAI I, I, I (Disarm Interrupts)
The interrupt(s) specified by the operand(s) are disarmed.
(=1, 2, ..., 6)

EXI 1, I, 1 (Execute Interrupts)

The interrupt(s) specified by the operand(s) are initiated.
1=12...,6

The interrupt assignment is as follows where interrupt 1 is the highest

priority:

6.

8.2.2.4.11

Power Up

Storage Protect/Access Violation
P11 or P33 (ZA or ZC)

P22 or P44 (ZB or ZD)
Primary RTC*

Secondary RTC*

Pseudo Instructions. For convenience in the simulation soft-

ware system, a set of 'pseudo’’ instructions is included in the CPU
instruction set which would normally not be available and may have no
effect on the CPU itself, but which provides control of special simulator
features during program execution. These instructions are assigned
addresses in the object computer memory but nc time is associated with
their execution,

i, DLY SYMB@L SN, K (Delay)

This instruction causes the CPU to "waste'" the amount of time
specified by the value of the lst operand and to replace the
lst operand with the value K, No other egisters or memory
locations are affected and the timing relationship between
other CPU and 1/0 processors is maintained.

2, P ABC, ., (Print)

The specified string of up to 56 alphanumeric characters is
printed on the simulator output listing together with the
simulated computer cumulative execution time. '

*The primary RTC is the one from the corresponding IOP (RTC, for CPUI)
The secondary RTC is the one from the other IOP in the compartment.
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8.2.2,4,11 (Continued)

3. PD SYMBPL$N, SYMBFL$N, SYMBPL$N (Print Decimal Integer)

The operand(s) is printed on the simulator output listing.
The operand(s) is assumed to be an integer.

4. PFD- SYMB@L$N, SYMBPL$N, SYMBPL$N (Print Floating Decimal)

Same as PD except the operand(s) is assumed to be a floatlng
point number.

5. PF I, FLAG$N (Print Flags)

The states of the block of I flags starting ‘wifh the 2nd
operand are printed on the output listing.

8,2,2.4.12 CPU Instruction Tlm.mg. The following table specifies the
execution time for each instruction type. No units need be associated with
the times since only relative time is significant for the slmulatlon, however
for convenience they are referred to as microseconds. '

INSTRUCTION EXECUTION TIME

ADD, FLA, SUB, FLS, BIL, BgL, CPY, ANB, gRB, AND, #R 3

MUL, FLM, SIN, COS, SQR 5.5.

DIV, FLD 10 ‘
SCH 3.5

MVA, SET, RST, STB, IVT, RSB, BS, BR, BM, BBS, BI, BER

RMS, RET, MIS, MFS 2

B, EI, DI, AI, DAI, EXI, WI, HLT, BRI, SMA, SAC 1

BSR, RRT, IRT 6 ‘

BE, BNE, BGT, BLT, MV, C¢M, FLC, FIX, FLT 2.5
8.2,2.5 Input/Output Processing Unit. Each IOP is an independent

processor having the following characteristics:

Stored program control

Real time clock

Watchdog timer

Four (4) independent serial input channels
" Two {2} _serial output channelbs

Voting/comparison logic on one (1) output channel

8-15



C70-171/301
8.2.2,5 (Continued)

Figure 8-2 is a block diagram of the data channels connecting the IOP
with external subsystems (L.Ps) and with other IOPs, The voting/comparison
logic has been called a VCS and is described in detail in Section 4.

8,2,2.5.1 Memory Addressing. Each IOP can address only 2 modules of
main memory. From an addressing standpoint these two modules are always
numbers 1 and 2, However, as previously indicated, the CPUs can

reassign the memory module addresses; hence, each IOP may actually .
operate with any memory module, in the same compartment,

8.2.2.5.2 Real Time Clock. Each IOP contains an independent timing
source which is used to generate a fixed frequency clock pulse referred to
as the Real Time Clock (RTC). This clock is used to maintain a real time
reference in both the CPUs and the IOPs., The RTC associated with a given
IOP is routed in the form of a program interrupt to the two CPUs in the
corresponding computer compartment.

The RTC is normally used as a ''proceed' indication in the IOP program
causing the IOP to continue after execution of an IDL (Idle) instruction, If
the RTC occurs in other than an idle mode the IOP program counter is set
to location 7.

8.2,2.5.3 Master Sync. In order to allow for synchronous operation of
the four IOPs, a sync controller is provided in each IOP which derives a
"master sync' signal from the four RTCs in the system. The sync control-
ler is initiated by an SNC (Sync) instruction and the process is.-as follows:

(1) The IOP transmits a sync message addressed to all
computers. This message is initiated a fixed time
interval prior to the RTC pulse where the interval is
precisely the transmission time for the message.

All operating IOPs likewise transmit a sync message.

(2) If at least two computers are included in the synchroni-
zation process as specified by the mask word of the
SNC instruction, then the second sync message received
is used as a ""master sync” point. This causes the
RTC time to be reset and the IOP program to proceed
after a 6 ps delay.

(3) If only two computers are indicated in the mask and
a second sync message is not received within 6 ps
or if only one computer is indicated by the mask,
then the receipt of the first sync message is used as
the master sync point,

(4) Note that the IOPs own sync message is included if
indicated in the mask word. In this case, the IOP
accounts for the transmission time of the sync mes=
sage and ''simulates'' receipt of its own transmission,



et P ——

fe s"d

y

2 sng 7 shg

(- —— — - —

" C70-171/301
| ,
\
E::T—-m——-\
I |
) ]

SN K il Sl SN N S
I s
|

|

|

e e o e b |
|

|

fr 401 £ 401 “
B

@ INIWLwvdWod
sssngl  O/1

< d0T T.d0I

s o - a—— e et g —— w—

vV LNIWLIYVIWNOD

=g U.\_.bﬁwl

8-17




C70-171/301

8.2.2.5,3 (Continued)

(5) If at the time of execution of an SNC instruction, the
RTC timer is less than the sync message transmission
time plus 6 ps, then the IOP program counter is set to
location 7,

(6) Sync messages received at any time other than during
execution of an SNCinstruction are ignored,

8.2,2.5.4 Watchdog Timer, Each IOP contains a continuously running
interval timer referred to as a Watchdog Timer (WDT). The timer is
counted down and when it reaches zero, the IOP automatically reloads it
with the contents of location 5 and stores zero into location 5, If the WDT
ever goes negative, a no-go signal is sent to the P-matrices in each IOP
which will reset the diagonal element corresponding to the IOP issuing the
signal. The P element going false triggers an interrupt to the two CPUs in
the corresponding compartment. Additionally, the IOP program counter is
set to location 6. This operation occurs regardless of IOP mode.

The WDT is used to detect gross CPU malfunctions which result in loss
of CPU program control. In normal operation, the CPU program would
reload the WDT reset value in location 5 at regular intervals such that the
WDT would not run out. The interval of the WDT timer is under CPU pro-
gram control, but is limited to a mavimum of approximately 60 MS

As previously indicated, the WDT from a given IOP is used to determine
the state of the P-matrix diagonal element corresponding to that computer.
Hence, this signal is routed to the P-matrices in every other IOP,

8.2.2.5.5 IOP Instructions,

1. OS DATA, VCS, LP (Output to Subsystem)

This instruction initiates a data transfer from the IOP to an
external subsystem through a VCS (in the same IOP or another
I0P), The memeory location specified by DATA contains the
number of words (excluding the output control word) to be
transmitted and DATA + 1 contains the first word of the
message, JThe symbol, VCS, specifies the first of two
consecutive memory locations, each of which contains a

VCS address (an integer, 1-4), The value of the symbol,

LP, is the sum of the Local Processor address (an integer
between 0-20) and the output control code 36520,

The output transmission process is as follows:

A, Data is transmitted simultaneously or individually from
any/all IOPs to a given VCS, The first word transmitted
is the output control word which is the sum of the output
control code, 36520, the LP address, and the VCS address
times 102, The VCS compares the data from the IOPs
on a word basis where sync between IOPs must be main-
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8.2.2.5.5 (Continued)

tained + 15 ps.  Selection of the comparison/voting
mode in each VCS is controlled by the state of the
R-matrix which is set by mode control commands
from all four computers (see LR instruction).

Data transmission is word and bit serial (16 bits

+ parity per word) at a 1 MH rate.

The results of the data comparison/voting process.
in the VCS determine what data (if any) is trans=
mitted on the data bus to the local processor,
Each bus is a closed loop, beginning and ending

at a VCS, As data is transmitted, it is simulta«
neously received in the same VCS and routed on

a common bus to all IOPs,

Each IOP which is transmitting data automatically
compares this ''feedback'’ of the data with the

data it has transmitted on a word by word basis.
When the entire message {one output instruction)
has been transmitted, the IOP automatically
transmits one more word, a '"Go/No-Go'" indicator.
This word is taken from one of two dedicated
memory locations, depending on the results of

the feedback comparison. Location 8 is the Go
indicator and 9 is the No-Go.

The feedback of the Go/No-Go word is examined

in the IOP, If '"Go" is indicated, the IOP pro-
ceeds to the next program instruction. If '"No-Go,"
the entire message (hence the OS instruction) is
repeated. If the second transmission is also No-Go,
a third is attempted, If the third fails, the

second of the two VCS address words is selected
and the transmission is attempted up to three (3)
more times, If all six (6) transmissions are
faulty, the IOP reselects the first VCS address
word and proceeds to the next program instruction,
If transmission is successful using the second
address word, this selection is retained for sub-
sequent 1/O operations until the occurrence of
three successive faulty transmissions which

cause a return to the first address,

If, during the output process, the feedback does not
occur or is interrupted (due to no majority at the
VCS or to noise on the bus) the transmission is
terminated and the retransmission process initiated.
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8.2.2.5.5 {Continued)

2‘

OSN DATA, VCS, LP (Output to Subsystem, No Retrans-
mission)

Same as OS except that no attempt is made to repeat the trans-

mission when a No-Go is indicated. Note that the symbol VCS

specifies only a single VCS address word for this instruction.

1S DATA, VCS, LP (Input from Subsystem)

This instruction initiates the transmission of data from a sub-
system to the computer system. The memory location
specified by DATA contains the number of words to be
transmitted and the data words are to be stored starting at
DATA +1. The symbol VCS specifies the first of two memory
locations which contain codes designating which data bus(es)
are to be used for the reply transmission. The code is an
integer ranging from 1 to 4321 and is comprised of from one
to four of the integers 1, 2, 3, or 4 where each integer can
appear only once.

Examples:
123 Transmit data request over bus 1 and
receive over buses 1, 2, and 3,
2431 Transmit over 2; receive over 1, 2,

3 and 4.

The value of the symbol, LP, is the sum of the local processor
address (0-20) and the input control code 41630, The input
process is as follows:

A. An input request is transmitted simultaneously or
individually from any/all IOPs to a VCS, The input
request consists of two words. The first word is
the sum of the input control code 41630, the LP
address, and the reply bus code times 10°, The
second request word is the message length (DATA +1).
The "output'' of the input request words through the
VCS and back to the participating computers is
identical to the data output process previously
described except that the Go/No~Go indicator is not
transmitted. The feedback comparison is performed
however,

B, After the input request is transmitted, the IOPs await
an "acknowledge' message from the LP transmitted
on the same bus as the request, The acknowledge
message is the sum of the first input request word and
the constant 50, and is compared with the expected
response by all participating ICPs,
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8,2.2.5.5 (Continued)

C. Retransmission of the input request is attempted if either
of the following conditions occur,

(1) The feedback of the input request fails to compare.
(2} The acknowledge is not received within 84 pus or is
incorrect.

The retransmission and VCS address switching process
is the same as described for output transmissions except
that the VCS address selection affects the selection of
input buses as well as the output bus. However, if onl
the acknowledge message is at fault, no VCS address
switching occurs,

D. If no retransmission is indicated, the data input process -
will proceed and data transmitted from the LP will be
stored in memory, At the conclusion of the message the
IOP stores one more word which is equal to 1 if no
errors were detected and ~1 if transmission was
unsuccessful or faulty.

E, If retransmission is required, storing of data resulting
from a faulty LP transmission is inhibited.

ISN DATA, VCS, LP (Input from Subsystem, No Retransmit)

Same as IS except no retransmission is attempted. Note that
the symbol VCS specifies only a single VCS address word for

" this instruction,

OC DATA, COMP,; ADDR, (Output to Computer)

This instruction initiates a data transmission to one or more
of the other computers (IOPs), The memory location speci~
fied by DATA contains the number of words to be transmitted
and DATA +1 contains the first word of the message. The
IOP(s) being addressed is determined by a code contained in
the location specified by COMP, The code contains a decimal
integer between 1 and 4321 and is comprised of the integers
1, 2, 3 and 4, each being used only once.

Example: 123, 321, etc. means transmit to
computers 1, 2 and 3,

The location specified by ADDR. contains an integer, 0 - 9,
This integer is used to select one of 10 locations in the
receiving computer which will contain the address where
the incoming data is to be stored. A separate block of

ten {10) locations is dedicated to each IOP input channel
(hence, to every other IOP). The memory assignment

is as follows:
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8.2.2.5.5 (Continued)

IOP 1 location 10 - 19

I0P 2 location 20 ~ 29
IOP 3 location 30 - 39
IOP 4 location 40 - 49

For example, assume that an OC instruction is being executed
by IOP 2, location COMP contains 3, and location ADDR |
contains 5. The instruction would cause data to be trans-
ferred from IOP 2's memory starting with DATA +1 to IOP 3's
memory starting with the address contained in location 25,

Data transmission is bit and word serial at a 1 MH rate
where a-word is 16 bits plus parity. No acknowledge is
given by the receiving IOP(s) and no feedback comparison
is performed on the transmitted data. (See General Note. )

6. LR DATA, VCS (Load R)

This instruction initiates transmission of a mode control
message to one or more VCSs., The four machine flags
starting with the one specified by DATA are used to set

the appropriate row in the R matrix of the VCS(s) determined
by a code in the location specified by VCS, The code is
analogous to the ones described previously and allows
selection of any combination of the four VCSs. (See General
Note. )

7. LP DATA, VCS (Load P)

This instruction is analogous to LR and is used to set
three elements of the appropriate row in the P-matrix
of one or more VCSs,

8. SAR DATA, VCS {(Sample R)

The VCS mode determined by the current R-Matrix configura-
tion is stored in four consecutive machine flags starting

with the one specified by DATA. The location specified by
VCs c)onta.ins the VCS address (1, 2, 3 or 4). (See General
Note,

9. SAP DATA, VCS {Sample P)

This instruction is analogous to SR and stores the four
diagonal elements of the P-matrix. {(See General Note. )

10, SAS DATA, VCS {Samplie S)

This instruction is analogous to SR and SP and stores the
contents of the appropriate row of the S matrix, (See General Note.)
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8, 2.2,5.5 {Continued)
11. RS vCSs (Reset S)

This instruction sets the elements of the appropriate row in the
S matrix to zero, The location specified by VCS contains the
VCS address {1, 2, 3 or 4). {See General Note. )

12, J SYMBOL {Jump)
The program counter is set to the value of SYMBOL,
13, BC SYMBOIL, COUNT, INIT ({Branch and Count)

The contents of the location specified by COUNT are incremented
by one. If the incremented value exceeds 31, the contents

of COUNT are set to the value of INIT and the program counter .
is set to the value of SYMBOL, Otherwise the program

counter is incremented normally,

14, TF SYMBOL, FLAG (Test Flag)

If the machine flag specified by FLAG is set (1), .the program
counter is set to the value of SYMBOL, Otherwise the
program counter is incremented normally,

15, SF FLAG (Set Flag)
The machine flag specified by FLAG is set,
16. RF FLAG (Reset Flag)

The machine flag specified by FLAG is reset.
17, IDL (1dle)

The IOP enters an idle (non compute) mode during which no
further instructions are executed. This mode is retained
until a '"proceed’ signal occurs due to the real time clock.
When this occurs, the IOP proceeds to the next instruction
in sequence,

18, SNC  MASK (Sync)

The IOP enters an idle (non-compute) mode during which no
further instructions are executed. This mode is retained
until a ""Start Cycle' signal is generated by the master sync
controller (see description of master sync). When this
occurs, the IOP proceeds to the next instruction in sequence.
The four consecutive flags starting with MASK specify which
IOPs are to participate in the sync process.
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8.2.2.5.5 {Continued)

GENERAL NOTE: -(OC, LR, LP, SR, SP, S5, SAM, RS, OS, OSN,
IS, ISN)

As pictured in Figure 8-2, output data from a given IOP is transmitted
on the same bus as is used for feedback data or input data from the
system bus associated with that IOP, Therefore, IOP 4 cannot send
data to another IOP while Bus 4 is being used. To resolve a potential
conflict, data on the system bus is given priority. Hence, if an OC
instruction, for example, is being executed in IOP 4 when a transmission
is initiated on Bus 4, execution of the OC instruction will be terminated,
re~-initialized, and remain pending until the bus becomes available, at
which time it will begin execution again, Likewise, if the OC
instruction is encountered while the bus is busy, execution of the
instruction will be delayed until the bus is free,

This potential delay or interruption of instruction execution can occur
with any instruction requiring transmission of data to another IOP; i.e.,
OC, LR, LP, SR, SP, 8§, SAM, RS, OS, OSN, IS, ISN; Note that no
delay can occur on these instructions when they are addressed to the
VCS in the same IOP,
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8.2.3 RGC Assembly Program

The Assembly Program for the Reconfigurable G&C Computer System
(RGC) is used to process programs written in a symbolic assembly language
and prepare them for input to the RGC Computer System Simulation Program.
The architecture and functional characteristics of the RGC computer system
are described in Section 8, 2, 2, Programs written for this computer system
are input to the Assembly program in the form of a punched card deck. The
Assembly program produces a printed listing of the programs and a punched
card deck suitable for input to the RGC Computer Simulation program (Section
8. 2. 4).

The Assembly Program is written in Fortran IV for execution on the
IBM S360/65 at Autonetics and the XDS SIGMA 5 at NASA MSC, However,
the language is compatible with the Fortran compilers for the Univac 1108
and CDC 6600 systems also,

The program is constructed in a "two-pass'' organization common to
many symbolic assemblers., During the initial pass over the input card deck,
all symbolic references are evaluated and a table of symbol values is
constructed. Some checking of input format is also performed in the first
pass. As the input cards are read during pass 1, they are saved on magnetic
disc storage for more rapid access during pass 2.

During the second pass, the symbol table constructed during pass 1 is
used to assign memory addresses to all instructions, operand references,
data items, etc. This information is punched in a compressed format (3
instructions/card) in the object deck together with control information used
by the Simulation program during the loading process. Further error
checking is performed in pass 2, and the results of the assembly process are
printed in a one-input-card/line format on the program listing.

A user-oriented description of this program is contained in Appendix 4
of this report,

8.2. 4 RGC System Simulation Program

The Simulation Program for the Reconfigurable G&C Computer System
{RGC) is designed to simulate execution of programs written for the RGC
system and input in card deck form in the format produced by the RGC
Assembly program, The architecture and functional characteristics of the
RGC computer system are described in Section 8, 2. 2.

The simulation can be characterized as functional and interpretive,
indicating that only the functional performance of the RGC system is dupli-
cated-and that successive program instructions are individually examined and
interpreted to determine appropriate simulated actions. ‘

The Simulator program is constructed in a highly modular fashion to
facilitate modification. There are six major program modules: 1. Main
Executive, 2. Input Processor, 3. CPU Executive, 4. IQP Executive,
5. VCS Simulator, and 6, Fault Generator.
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8. 2.4 (Continued)

The Main Executive maintains overall simulation timing, sequencing, and
mode control. A ''ring' structure is employed to control timing and sequencing.
The ring defines the sequence and duration of simulated execution of each of
the IOPs, CPUs, and VCSes and initiates the Fault Generator when necessary.
When conditions in the simulation indicate the necessity to update a given pro-
cessor, a ''call” is placed in the ring for that processor for the time at which
the conditions were established, For example, executing an IOP instruction
which caused simulated data transmission to a VCS would result in insertion
of a call to that VCS in the ring at the time of arrival of the data. In this
manner the parallel operation of the RGC system processors is realistically
simulated in a necessarily serial manner.

The Input Processor is used to load the RGC programs into the simulated
memory modules and to initialize the simulation.

The CPU and IOP Executives control simulated execution of the CPUs
and IOPs respectively. The unique status of each processor being simulated
is maintained in a common status area such that common routines are used
to simulate all CPUs or IOPs. The bulk of the simulated execution is per-
formed by the Instruction Processor module which consists of a unique sub-
routine for each CPU and IOP instruction type,

The VCS Simulator simulates the detailed logic in the four VCSes. The
timing relationships between the VCSes and the IOPs is very critical to
system operation. The time resolution in the simulation is therefore main-~
tained more precisely when VCS activity is being simulated,

The Fault Generator performs two basic functions. Initially, it processes
the data on the fault list cards which select pre~planned faults to be simulated.
Subsequently during simulation of malfunctions, it interacts with the CPU and
IQP Executives and the VCS Simulator to alter conditions in the simulation
affected by the fault being simulated, Much of the Fault Generation is merely
program ''linkages' inserted in the normal execution sequence which provide
for transfer of data and control between the Fault Generator and the other
program routines to allow for the necessary interaction. These linkages can
be readily used for insertion of additional fault types or specific malfunction
conditions not included in the set of pre-planned faults,

A user-oriented description of this program is contained in Appendix 4
of this report.

8.3 RGC SOFTWARE SYSTEM

The RGC Software System consists of routines programmed in a sym-
bolic assembly language for execution on the simulation system described in
Section 8. 2. Except for format differences, these routines are identical to
programs which might be implemented in an actual guidance and control
computer to perform the executive, input/output, and reconfiguration functions,

Operation of an integrated multi~computer system presents some unique
problems in the area of overall system control, sequencing, and mode/status
maintenance. (The term, integrated system, is used here to exclude multi-
computer systems which are essentially opera.ted as a group of independent,
non-interacting units, )
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8, 3 {(Continued)

The major problems arise from considerations of the effect of processor
failures on overall system performance and are primarily related to determining
where to assign primary system control and how to reassign it in the event
of a failure. The reassignment problem is particularly troublesome since
reassignment implies a higher authority and the unit or function
being reassigned is, by definition, itself the highest authority in the system.

In systems where fault tolerance is not a primary concern, these problems
are normally overcome by some variation of a '"distributed' software
executive. That is, the system level executive functions are shared by the
multiple computers with some limited set of simple indicators {such as watch-

dog timer, parity checks, etc.) being used to trigger system degradation or
reconfiguration,

In most systems designed primarily for fault-tolerance, a "hard-core"
control unit is usually employed in one form or another which has responsi-
bility for primary configuration control. Internal circuit redundancy is used
to increase the survivability of this hard-core unit.

The philosophy of operation employed in the RGC software system is a
logical extension of the concepts developed in the overall system design and
stems from the desire to achieve extremely high failure detection/reconfigura-
tion probabilities without the necessity for unique, special purpose, hard-core
hardware. A redundant, majority-controlled software system is employed.
Although it is resident in all compnuters, it is not''distributed'' in the normal
sense, since the entire function is duplicated identically and computed
redundantly in all computers, Each computer, therefore, has equal status
in terms of system control and decisions are achieved through a majority
voting process. The highest level of system control - the decisions as to
which computers are operational = is accomplished in the VCS's contained
in each IOP, Each computer's opinion of the health of all computers is trans~
mitted to the VCS's and the VCS logic performs an adaptive majority vote on
this data. The result of this vote is, in turn, monitored by each computer and
accepted as the current system status, Lower=level decisions are resolved
through a software voting process which involves the computers exchanging
opinions and accepting the resultant majority opinion,

During the Task 4 activity described in Section 4 of this volume, reduc-
tion of computational redundancy was investigated, This involves identifying
levels of computational criticality related to the sensitivity of the external
subsystem to loss of data from a particular computation function, Classi~
fying functions in this manner would allow selective reduction of the number
of computers required to redundantly compute given functions, from the
three required for the most critical functions down to one for a non-critical
function, However, the baseline software system developed during the study
does not include this capability and all functions are assumed to be highly
critical requiring a minimum of three parallel computations prior to system
failures.

8,3.1 General
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8.3. 1.1 Theory of Operation. Critical computations, i.e,, those com-
putations falling within the ''fail-operational' requirements, will be redundantly
computed by up to three computers, * The redundantly computed data will

be transmitted to a single VCS for voting/comparison and transmission to
external subsystems. Up to three copies™ of input data from external sub-
systems will be simultaneously received over multiple buses. The multiple
copies will be received in all computers performing the computations. The
VCSs and, hence, I/O buses in use at a given time, is determined by the
status of those units and is not necessarily related to the computers currently
assigned to the critical computations. The data input/output process is
pictured in Figures 8-3 and 8-4.

8.3, 1. 1.1 Unit Status, Each unit in the system, computer, CPU, IOP,
memory, or VGS, will have a status condition associated with it at all
times, The three possible conditions are defined below:

1R rO_Eera’cional - A unit which has demonstrated no
ailures since last being brought on line. ox
2, Conditionally Operational - A unit which has been

implicated by voting discrepancies but which is able
to pass all system tests.

3. Non-Operational - A unit which has suffered an
identified permanent failure,

The minimum requirements for a computer to maintain operational
status are:

1) Maintaining I/O sync with the critical computers as deter=
mined by the I/O TEST cycle.

2) Monitor and exchange of system status with all other
operational computers,

3) True state of the corresponding P matrix diagonal
element,

NOTE: Conditions 1 and 2 are necessary criteria for the other
computers to vote for a true~state of the P matrix element corresponding to
a given computer.

8,3, 1. 1.2 System Status, Each operational computer (where a computer
is defined as the modules currently associated with a given IOP) has one of
two system assignments at a given time.

Critical - An operational computer which is participating in the
redundant critical computations, Three computers (if available)
will be critical simultaneously,

*Reduction to less than three occurs only after two failures of computers or buses.

*¥A level of repeatability is required before a failure is identified in order to
avoid erroneously reacting to transients,
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8,3,1.1,2 {Continued}

Spare - An operational computer which is maintaining I/O sync
%%Tfhe critical computers but which is not performing the critical
computations, {(There will oniy be a spare computer when all four
computers are operational. }

Each operational VCS has one of four systems assignments at a given
time,

Primary - The VCS (hence, system 1/C bus) currently being used
for output of all critical data.

Secondary =~ The '""Backup' VCS which replaces the primary VCS
in the event of a failure. This bus ies used for the second copy of
input data.

Associate -~ The bus being used for the third copy of input data,

Spare = An operational VCS which is not currently being used in
critical I/0.

in Figures 8«3 and 8-4: Computers 1, 2, and 3 are Critical;
Computer 4 is Spare;
VCS lis Primazry;
VCS 2 is Secondary;
VCS 3 is Associate; and,
VCS 4 .s Spare.

8.3.1.1.3 System Timing and Synchronization. Each IOP has a separate
real-time-clock (R1C), This clock is used as the real-time reference for

the "computer' associated with each IOP, Synchronization of the four timing
sources is accomplished by the Master Sync Controllers in the IOPs, Once the
common timing reference is established, the IOPs maintain synchronization
under IOP program control. This synchronization must be maintained within
16 ps for proper VCS operation. Out-of-sync conditions are detected by
examining the voting status from the Primary and Secondary VCSes,

Synchronization between IOP and CPU is maintained on a rate (computa-
tional frequency) basis. That is, computations in the CPU at a given iteration
rate are synchronized to the I/O cycle for that rate in the IOP, All computa-
tional rates are multiples of the RTC frequency. The Input/Output program
is divided into four separate routines, RT1, RT2, RT4 and IOTEST; the first
three perform the 1/0O for rates 1, 2, and 4 respectively, and the fourth
performs a test function. One of these routines is executed each RTC
interval. At the completion of each routine, a unique flag is set by the 1/O
program, When the CPU processes the RTC interrupt, it examines the
four flags to determine which cycle has just been completed. This informa-
tion is then used to initiate the nexi update of the appropriate computational
frequency.

8.3, 1,2 Software. The software system consists of three program
modules: 1. Executive, 2. Input/Output program, and 3. Resource Con-
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8.3, 1.2 (Continued) troller. The Executive and Resource Controller

are executed by the CPU; the Input/Output program is executed by the IOP,
The following sections describe these programs in detail. They are des~
scribed as if contained in a single computer, however it must be remembered
that identical copies of these programs are executed simultaneously in all
four computers.

Listings of these programs are included in Appendix 4 of this report.

8.3.2 Input/Qutput Program

The Input/Output program is executed by the IOP and transmits/receives
data being supplied/processed by the CPU program, However, the Input/
Output program is executed independent of the CPU and will sequence properly
with or without the CPU data.

The I/O program is composed of four separate routines, RT1, RT2, RT4,
and IOTEST. Receipt of the Real-Time Clock pulse (RTC) causes execution
of one of these routines. Upon completion of the routine, the program
normally enters the Idle mode to await the next RTC, However at the com-
pletion of IOTEST (every eighth RTC), the master sync process is initiated
with all operational computers included in the sync process., In this case,
receipt of the sync signal from the Master Sync Controller, initiates
execution of the next program routine. The sequence of execution of the
four routines is as follows: RTI1, RT2, RT1, RT4, RTi, RT2, RT]1, IOTEST,
etc. It can be seen that the RT1, RT2, and RT4 routines are executed at
1/2, 1/4, and 1/8 of the RTC frequency, respectively, These rates cor=-
respond to the three fixed-interval computational frequencies available in the
Executive Program in the CPU,

Each of the three routines performs the input/output functions required
by the corresponding computational frequency. This consists of transmitting
computed parameters to external subsystems, requesting input data from
external subsystems, and transmitting ''modifiable' data to the other
computers. The term modifiable data is used to designate all the parameters
necessary to completely define the state of a computational function{s). This
data is necessary to initiate computations in a computer which is going
through a transition f{rom spare status to critical status,

One of four unique flags is set by the 1/O program at the completion of
each of the input/output routines. These flags are used by the Executive
Program to synchronize the computational frequencies with the 1I/O data
updates. Note that only the IOTEST routine is executed when a computer is
the spare.

The IOTEST routine is executed every eighth cycle and is used to moni-
tor the status of the VCSes and to perform test functions. The following
status is sampled and saved for processing by the CPU,

1. S-matrix from Primary VCS -~ this sample determines whether
any voting discrepancies have been detected over the last seven
I/0 cycles {RTC intervals).
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8, 3. 2 {Continued)

2, P-matrix from Primary and Secondary VCSes - these samples
determine the majority opinion as to the unit status of the four
computers, Samples from two VCSes are taken to detect VCS
failures.

3. R-matrix from Primary and Secondary VCSes - these samples
are used to verily the V(S mode selection. Samples from two
VCSes are taken to detect VCS failures.

Two test functions are performed; the VCS Test, and System Status
Test,

VCS Test = This test is conducted by the critical computers, It con-
sists of each computer transmitting one of two test messages to the Primary
and Secondary VCSes. The messages are sent in a predetermined sequence

of four combinations as follows:
1. Computer 1 - Message
Computer 2 = Message

Computer 3 - Message

NNV NV e

Computer 4 - Message

2, Computer 1 - Message

Computer 2 - Message

NV N o~ N

1

2
Computer 3 - Message

4

Computer ~ Message

3. Computer ! - Message
Computer 2 - Message

Computer 3 - Message

N o= NN

Computer 4 - Message

4, Computer 1 - Message
Computer 2 -~ Message
Computer 3 - Message

— N YN

Computer 4 - Message

One combination is transmitted during each test cycle in the I/O pro-
gram; hence the test is completed every 32 cycles.

During the test, the VCSes retain the same voting mode as is currently

being used for critical 1/O. After the test messages are transmitted, the
voting status {S-matrix) is sampled and saved for processing by the CPU, As
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8. 3. 2 (Continued) can be seen from the message combinations, the test is
used to verify proper detection and reporting of data discrepancies by the
voting logic in the VCSes.

System Status Test - This test is conducted by all operational computers.
It consists of each computer transmitting a system status message to the
Primary VCS, The VCS .is put into a mode to include all operational com-
puters, and the message is addressed to a '""dummy' LP address so that the
voting function is performed. The system status message consists of the
following data:

Operational Computers

Critical Computers

Operational VCSes

Primary VCS

Secondary VCS

Asgsociate VCS

VCS Test Sequence Counter

The purpose of this test is twofold; 1) to provide a means of verifying

1/0 sync in a spare or transitional computer, and 2) to provide majority
verification of the primary system status computed and maintained in each

of the operational computers. After the message is transmitted, the voting
status (S-matrix) is sampled and saved for processing by the CPU,

8.3.3 Executive Program

The Executive program is executed in the CPU and is responsible for
task scheduling, synchronization of I/O data, maintenance of real-time
reference, and time-critical status monitoring, All tasks to be executed by
the CPU are divided into four groups depending on their frequency of
execution; i, e, , computation rate, The four groups are Rate 1, Rate 2,

Rate 4, and Background. The first three groups represent precise iteration
requirements; Rate 1 is executed at 1/2 the frequency of the RTC, Rate 2 at
1/4, and Rate 4 at 1/8, The Background group is executed whenever time

is available and hence its iteration rate is variable. As previously indicated,
four program flags set by the Input/Output program are used to initiate com-
putations at each of the rates; hence, once completed, the tasks in Rate 1 will
not be executed again until the RTC interrupt occurs and RT1 flag is set,

Within each rate, execution of the individual tasks occurs in a fixed, pre-
determined sequence. However, determination of which rate to execute is
based on a priority structure where Rate 1 has the highest priority and
Background has the lowest. Hence, once initiated all Rate 1 tasks will be
completed without interruption but Rate 4 tasks may be interrupted by either
Rate 2 or Rate 1. Obviously the total computational load must be such that
each rate is completed prior to the next setting of its I/O flag,
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8. 3. 3 (Continued)

At any given time, the parameter, RATE, contains the current rate
being executed and each rate has status flags which determine the mode of
that rate. The three possible modes are:

1) Done = all tasks in the rate have been completed. Nothing
Turther is to be done until the appropriate I/O flag is set.

2) Interrupted - the rate was interrupted during execution by
a higher priority rate,

3) Initialized - the I/O flag for the rate has been set but
execution of tasks in the rate has not begun,

In the current system only three tasks are included in the schedule.
These are Rate 1 Sample Task, Rate 2 Sample Task, and the Resource
Controller. The tasks are executed at the Rate 1, Rate 2, and Rate 4
frequencies respectively, and the first two tasks are simple arithmetic and
logical computations used to represent real-time computational tasks. The
Resource Controller is described in the next section.

Every eighth I/O cycle is a test cycle indicated by the setting of the
IOTEST flag. When this occurs the Executive executes a status update sub-
routine, This subroutine has two functions:

1. Examine the IOP flags which indicate the I/O
transmission status. One of these flags is set
if three successive faulty message transmissions
are detected by the IOP, The states of the IOf
flags are used to update four of the Resource
Controller Error Status flags, E1VAS], E2VASI,
EIVAS2, and E2VAS2,

2. Test for completion of a transition from non-
critical status to critical status. If a transition
has been completed, the system status data is
updated to reflect the new status.
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8.3.4 Resource Controller Program

The Resource Controller Program is composed of two major routines, the
I/O Monitor and Test routine, IDMAT, and the System Configurator, RECONF,

8.3.4.1 Input/Output Monitor and Test Routine. This routine examines
the status samples stored by the Input/Output program and uses this informa-
tion to update the Resource Controller Error Status flags, The routine is
executed at the Rate 4 frequency, the same frequency as IODTEST, The Error
Status flags are described in Table 8-1.

8.3.4.2 System Configurator., This routine is executed at the Rate 4 fre-
quencv and is responsible for computing and maintaining the system status
data. Onge initialized, the system status will remain constant as long as all of
the Error Status flags remain reset. When one or more of these flags is set,
the Status Change Analysis subroutine, SCANAL, is executed. This subroutine
uses a generalized pattern comparison structure to evaluate the change in
status, Error patterns, i.e. particular combinations of Error Status flag set-
tings, are stored in two data tables. The table, EPATI, contains the l-set
flags in the pattern and the table, EPATO, contains the 0-set flags. Flags not
appearing in either the l-set or 0-set entries are ''don't care' elements for
the particular pattern.

When a status change is detected, the pattern of Error Status flag settings
is compared against the patterns stored in the error pattern tables. If a match
is found, a unique subroutine associated with the particular error pattern is
executed. This subroutine updates the system status to reflect the effect of
the detected fault. Three subroutines are used to compute new system status
configurations.

1., CPASIN - This subroutine computes the system status (critical or
non-critical) for the four computers using their current unit status
(operational or non-operational).

2. VCASIN - This subroutine computes the system status {Primary, Secon-
dary, Associate) for the four VCSes using their current unit status
(operational or non-operational) and the previous status assignments.

3. SSREST - This subroutine performs a software majority vote on its
own system status data and the data received from the other three
computers. The data resulting from the voting process is then used
as the new system status. Note that only computers which have
operational status are included in the voting process.

Table 8-2 is a list of the error patterns currently in the program and indi-
cates the resultant action when a pattern match is found. It should be recognized
that this is a minimum set and represents the initial baseline. Further evalua-
tion of failure modes and fault isolation techniques would undoubtedly greatly
expand both the number of patterns and the number of Error Status flags.
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8.4 SIMULATION ACTIVITIES

8.4.1 Genezxal

The underlying purpose for the development and use of the Simulation
system was two-fold:

1. To provide a tool which could be used for development and
evaluation of computer/software system designs oriented
toward fault-tolerant system operation.

2, Use the tool to develop and evaluate the system design proposed
to satisfy the FOOS requirements.

Uge of the Simulation system during the course of the study involved four
primary activities.

1. Refining and solidifying the functional design characteristics
of the selected system being evaluated during the study.

2. Debugging and evaluating operation of the Simulation system.

3. Debugging and refining the software for the selected system
design.

4. Evaluating overall system performance using fault simulation.

The simulation activities, particularly number four, are somewhat open-
ended in that system evaluation and design refinement efforts can be extended
almost indefinitely particularly in the area of fault simulation. The primary
goal during this study was to provide a reasonable level of confidence in the
feasibility and functional performance of the proposed system in terms of
satisfying the FOOS requirements, Although some of the desired goals were
not achieved in the area of fault simulation, it is felt that the primary goals
were accomplished and the desired confidence attained.

8.4.2 System Debugging

As previously indicated, all three elements involved in the simulation
process {simulator, simulated system, and software for the simulated system)
were designed and developed in parallel during the study. Therefore a con-
siderable amount of "interactive' debugging and design refinement were
required in order to reach a point where total system operation was possible.

The Simulation system was actually developed in two stages due to paral-
lel development of the simulator and simulated system required by the
desired schedule. During the first stage, a general simulator system was
developed which allowed for a large variation in the detailed design of the
actual system to be simulated. The second stage involved implementing
the detailed RGC computer system design in the simulator once that design

8-39



C70-171/301

8. 4. 2 (Continued) had been reasonably well formalized, This approach
worked reasonably well with one exception. The precision required in the
simulation due to the IOP/VCS design, in terms of time resolution between
simulated processors, was not anticipated. The timing structure implemented
in the '""general, ' first-stage version of the Simulator would not adequately
represent the synchronous operation of the asynchronous IOPs (proper per-
formance of the VCS depends on synchronous arrival of data from all IOPs,

but the IOPs have independent clocks and operate on independent stored pro=-
grams). In order to overcome the difficulty, the timing ring structure
described previously was implemented.

The system design to be simulated was developed in considerable detail
before it was implemented in the second-stage of the simulator development.
In addition, the design is such that the unique, critical features are mainly
contained in the IOP/VCS area and not scattered through the various elements
of the system, Consequently, design modifications implemented during the
debugging process were largely limited to the IOP and were primarily refine=-
ments in the VCS operation, such as the logic associated with transferring
data from the IOP input channels to the VCS voting logic.

The philosophy of operation and general structure of the software for
the simulated computer system were developed as an integral part of the
overall system design; i, e., software considerations were applied durin
development of the system design not after the fact, For this reason, tﬁe
concepts of system control, specifically the reliance on majority control of
system configuration, are consistently applied throughout the design of both
the hardware and software system. The primary problems discovered in

debugging the software system were the normal varieties of programming
"bugs, "'

8,4.3 System Operation

Operation of the overall system was evaluated in three phases:
1. Detailed operation of the IOP/VCS/bus system.,

2. Fault-free operation of the total combined hardware/
software system,

3. System operation with injection of simulated malfunctions.

The first phase consisted of simulating combinations of up to four IOPs,
The individual VCS modes (4-way voter, 3-way voter, 2-way comparator,
and selector) were selected and various combinations of data messages were
simulated to verify the proper responses to both correct and incorrect data
comparisons in each of the modes. In addition, the timing relationships
between the data messages from the IOPs were varied to simulate marginal
or out-of~sync conditions caused by timing variations or IOP failures,
Examples of eight cases run in the 3-way voter mode are provided in
Appendix 4,
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8. 4. 3 (Continued)

The second phase of system evaluation involved simulating total system
operation in the four possible system configurations reflecting the number of
computers which are "operational.' This phase was intended to verify
operation of the hardware/software system in its steady-state modes of
operation and to provide a baseline operation from which fault simulation
could proceed. No significant problems were uncovered during this phase
and it resulted primarily in further debugging of the software. An example
of this phase is presented in Appendix 4,

The third phase involved injection of simulated faults in the system to
verify proper detection and recovery. It should he realized that while this
is the first point at which faults were simulated in an automatic, preplanned,
manner, it was not the first time at which system operation was observed
in the presence of faults, Both of the previous phases of evaluation
represent a degree of fault simulation. In the first phase, faults were
simulated by "pre-setting' erroneous data in the IOP messages and by
using the "DLY'" (delay) feature in the simulator to simulate IOP timing
anomalies. During the second phase, the results of '"'unplanned' faults were
observed in the process of debugging the software system and, in fact, the
effect of apparent system failures caused by program ''bugs'' is a very

important consideration in its own right, although not directly germane to
FOOS considerations.

It was necessary to cut the fault simulation phase somewhat short of
hoped-for goals due to funding considerations, however, a limited set of
faults were simulated and successfully detected, The primary area where
additional fault simulation was desired is in the IOP/VCS, since this area
is critical to the design approach.
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9.0 LOCAL PROCESSOR TRADE-OFFS AND DESIGN

9.1 INTRODUCTION

The purpose of this section is to report the results of evaluating
various local processor options and their applicability to the Space
Station Guidance and Control System. The need for local processing
has been established from the overall system analysis and trade -offs.
A common I/0 data bus has been assumed to provide the means of
exchanging data between the local processors and the central G&C
computer complex. The purpose of the local processor is to perform
computations associated with its subsystems, including on-board
checkout and in-flight performance monitoring, and to provide a
standardized digital interface with the data bus,

The local processor can be considered to consist of three (3)
distinct sections as shown in Figure 9-1.

1. Interface with the data bus - called Standard Interface Unit (SIU)

2. Arithmetic processor and memory section for instruction
and data storage - called Preprocessor,

3. I/O section providing interface with the subsystem electronics -
called Electronic Interface Unit (EIU).

A general description of a candidate local processor design has been
furnished by NASA for the purpose of evaluating its capability to perform
the computational tasks. Tables 9-1 and 9-2 show the functional character-
istics of this processor. It should be noted that the evaluation was con-
strained by the lack of more detailed descriptions of the candidate to an
examination of the speed, word length, memory capacity and input/output -
characteristics,

In addition, the objective of this task is to consider alternate local
processor design approaches to determine their merits. Modular designs
and special purpose processors fall into this category. The final result
of this study task is a functional description of the local processor design
recommended for the application,

9.2 LOCAL PRCCESSOR TRADE-OFFS

Trade-offs considered in the local processor design can be categorized
as follows: (a) preprocessor trade-offs, and (b) EIU trade-offs, The

trade -offs leading into SIU design have been conducted as part of the data
bus design study, '
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TABLE 9-1

FUNCTIONAL CHARACTERISTICS OF THE CANDIDATE PREPROCESSOR

Word Length 16 bits

Memory Capacity

Fixed (ROM) 1024 /4096 words *

Scratchpad (RWM) 64 /512 words *
Speed

Add Time 10 psec.

Multiply Time 20 psec.
Registers

Accumulator

Utility

Memory Data
Memory Address

Instruction Set *%
28 Register Manipulation and Control
12 Input/Output Control

Electronic Interface Unit
1 16 -bit Digital Parallel Channel (Input)
1 16 -bit Digital Parallel Channel (Output)
12. Analog Channels (Input)

* Original Specification/Modified Specification
sk See Table 9-2 for basic instruction list
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TABLE 9-2

BASIC INSTRUCTION LIST OF THE CANDIDATE PREPROCESSOR

Arithmetic Functions : Logic Functions Control Functions
Add And Clear
Subtract Or Increment
Multiply Exclusive or Decrement
Divide Complement Condition
Absolute Value Shift Right Read
Double Precision Add Shift Left Write
and Subtract

Rotate

9.2.1 Preprocessor Trade-offs

The preprocessor trade-offs are primarily concerned with the
processor type (general purpose vs. special purpose), operating speed,
word length and memory characteristics.

9,2.1,1 General Purpose vs. Special Purpose Preprocessors - Although
the local processor requirements have been treated in terms of general
purpose processing, special purpose processors should not be completely
ignored. Since each special purpose processor can be designed for the
specific application, total system weight, volume and power can be
minimized. Also, the overall organization, instruction set and input/
output section can be designed to fit the computational task, and thereby
minimize and simplify the software.

Special purpose processors also have drawbacks, Non-recurring
hardware costs will be higher because there will be many processors
to be developed. Logistics and spare parts problems for the spacecraft
would be greatly increased, Integration problems can also be very
complex unless the interface standards such as data formats and power
supplies are clearly defined at the beginning of the program and
strictly enforced thereafter.

Two special purpose processors using incremental processing

methods have been considered briefly in this study. These are a digital
differential analyzer (DDA) and a Coordinate Rotation Digital Computer (CORDIC).
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9.2.1.1 (continued)

DDA's hdave found numerous applications in guidance and navigation
systems where the computational task consists primarily of a solution
of differential equations and extrapolation equations. The general form
of equations for the local processors is such that an exclusive DDA
approach is highly inefficient and impractical. The potential advantage
of a DDA is in a hybrid general purpose (GP)/DDA computer, where the
DDA can be exploited for solution of continuous functions and the GP can
be used for initializing and updating the DDA, decision making, mode
switching, solution of complex but slowly varying functions and solution
of non-continuous functions, By employing the hybrid approach, it is
generally possible to substantially reduce the processing speed require-
ments of the GP processor below that necessary in an all GP computer.
The major trade-off, therefore, lies between the relative complexities
of the faster GP processor, and the slower hybrid GP/DDA.

The CORDIC processor similarly reduces the speed requirements
of a GP processor if used in parallel with the GP to compute sine and
cosine functions and to perform coordinate axes rotations. Again,
this trade~off is between a fast GP processor and a slower GP pro-
cessor /CORDIC hybrid system. Therefore, the GP vs. special
purpose processor trade-off will be considered in conjunction with
speed trade -offs in the following section.

TABLE 9-3

LOCAIL PROCESSOR REQUIREMENTS

Memory Requirements
Subsystem Read Only Read/Write Speed Requirements
(words) (words) (Ops/Sec.)
SIRU 2520 330 382,500
OAS 2200 300 500
CMG 2950 570 61,400
RCS 2100 450 72,000
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9.2.1,2 Speed Trade-Offs - An investigation of the candidate system
defined in Table 9-3 indicates that the speed requirements vary over a
wide spectrum. The highest speed requirement is imposed by the
Strapdown Inertial Reference Unit - 382, 500 short operations per second.
One solution to this requirement is to use a single preprocessor design
which is sufficiently fast for SIRU computations., The speed is within the
state -of-the -art of aerospace computers using semiconductor memories,
the cost and complexity of a fast computer (400, 000 operations/sec.)

is nearly the same as it is for a computer with one -fourth of the speed.

A second solution is to design one preprocessor to satisfy RCS, CMG
and OAS speed requirements and to treat the SIRU separately. For the
SIRU, one could achieve the speed by either (1) using multiples of the
same processor, (2) provide a special purpose processor like a Digital
Differential Analyzer (DDA) or a CORDIC processor to complement the
basic preprocessor, or (3) transfer some computational load to the
central G&C computer complex. However, all three alternatives have
very serious disadvantages. The first one, splitting the functions
between several parallel computers, requires three or four siow pro-
cessors operating in parallel, The task of splitting computations between
parallel processors appears feasible but introduces additional complexity
and overhead in the software design, The prime disadvantage is the
additional hardware required - considering that either triple or quadruple
redundancy will be required, the total number of SIRU preprocessors
could be as high as 16! This certainly is not the right approach to a
system where high reliability is of utmost importance.

The second alternative appears to provide some gain in effective
speed with either a hybrid GP/DDA or GP/CORDIC approach. Both
systems could be mechanized with state-of-the-art MOS LSI circuits,

A standard DDA integration circuit in a single chip has been developed by
Autonetics. The device is a complete self-contained integrator/servo
designed for use in parallel operation. Approximately 40 such integrators
are required to mechanize a minimal processor for inertial platform
control functions. For more sophisticated gimballed inertial navigation
requiring an excessive number of integrators the CORDIC processor
could be implemented with readily available shift registers and read-only
memories.

However, it appears that a speed increase by a factor of four cannot
be achieved with either approach. Considering the added hardware penalty
and the disadvantages of special purpose design, no further investigations
into GP/special purpose hybrid systems is considered necessary.

9-6



C70-171/301

9.2.1.2 (continued) The third alternative does not provide any relief
at the preprocessor level unless the computational load at the SIRU is
reduced down to almost minimal level: instrument output filtering,
failure detection and coordinate transformation, From the overall
system consideration, this was not censidered a desirable solution.
Therefore, the first alternative, using a common preprocessor design
of adequate speed to handle the most demanding computations, approxi-
mately 400, 000 operations per second, appears to be the best choice.

9.2.1.3 Word Length Trade-Offs - Another key design parameter for

the preprocessor is the word length. A 16 bit instruction word provides

an adequate number of bits for defining instructions, specifying address
modifiers and address field. For the data word, 16 bits has been judged
adequate for all RCS and CMG computations., However, certain compu-
tations in position and attitude determination do require more than 16 bit
precision., An investigation of the SIRU and OAS computation requirements
was made to determine the extent and the frequency of such high precision
computations and whether longer word length or double precision arithmetic
capability is required.

Of prime concern was the need for double precision multiply capability
because of its added complexity to the processor design. Simple double
precision computations, such as add, subtract, store and fetch are
relatively easy to implement and ao not add much to the hardware com-
plexity of the processor. Therefore, the analysis of SIRU computations
was made assuming that the simple set of double precision instructions
was included in the instruction set.

The results of the investigation show that practically all SIRU com-
putations can be performed such that double precision multiply is not
required. The one computation that would appear to need double precision
multiplication is the direction cosine orthogonalization when multiplication
of the elements of the C matrix occurs. This can be accomplished with a
software double precision multiply routine. An analysis of the direction
cosine update equations indicates that a double precision multiply is not
required. An approximate equation for round-off error is

& = 2.1x10%) 2™ Vrs (9.1)
where n  is the word length in bits

T is the time the round-off error has to
accumulate in seconds

f is the frequency of computation in
times/second

A/r is the attitude error in arc seconds due
to the computations
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9.2.1.3 (continued)

and 2.1x 105 is the number of arc seconds
per radian
if r =4, T =1000, f = 1006, then n = 24 so that

a word length of 24 bits or more should be
used to represent the direction cosine matrix
under these conditions. The updating equation
for a second order algorithmhas the form

C_, = +Ae +Ao?‘/2) Cn (9.2)

where Iis an identity matrix, and A\0 is a matrix of accumulated

pulse counts as follows: -
0 AOZ - AOY
Ao = Aoz 0 A\ox

Aoy - Aox 0

If the maximum pulse Tate is 10, 000 pulses/second and if the pulse
accumulation registers are emptied every . 01 seconds, the maximum
value of Aox, Aoy, or Aoz is 100, This quantity can be represented
by 8 bits including a sign bit.

(9. 3)

Computation of equation 9.2 by the sequence

A=1+A0 +A02/2 (9. 4)

Cn+l = ACn (9.5)

would require double precision multiplication to preserve 24 bits of
accuracy. A computation sequence that preserves 24 bits of accuracy
and only uses 16 bit multiplication is:

A =/oc /2 (9.6)
B = AS(C_+A) (9.7)
c:n+l B Cn+B (9.8)

This is possible since the pulse count for @ can be represented by only
8 bits of a 16 bit word. The quantity A, using a 16 bit representation
for C_ in equation 9,6, can be shifted such that its meaningful data,
after The 16 bit /AOC_ multiply, is in bit locations 9-24. The C_+A
addition of 9.7 can be performed in double precision and the shﬂting,
as for Ajused for B in equation 9,7 to give significant data in bit
locations 9-24 of B, A double precision addition of B to C_ in
equation 9.8 gives a C_,; accurate to 24 bits. B

9-8
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9.2.1.3 (continued)

Another computation that needs double precision operations is the
filtering of the instrument outputs and then only for the long term filter
and under the unlikely condition that the 10, 000 pulses per second are
all unidirectional and must be summed for 60 seconds or longer. This
requires representation of numbers on the order of 600, 000 which requires
a 21 bit word (including sign).

Considering the Optical Attitude Sensor, the only computations re-
quiring more than 16 bits are those for the computation of star tracker
pointing angles and these are dependent on the attitude accuracy require-
ments. If the required attitude accuracy is .01 and the error due to star
tracker computations are to be one-tenth of this, then numbers on the
order of 1 part in 360, 000 need to be represented which would require
19 bits.

Horizon sensor measurements can be made to an accuracy of about
.17 and if computational errors are to be one-tenth of this quantity,
numbers on the order of 1 part in 9000 need to be represented which only
requires 14 bits.

The foregoing analysis indicates that a i6-bit data word is adequate
for the subsystems investigated. Double precision multiplication re-~
gquirements can be minimized by careful scaling of the quantities and
proper shifting of data to preserve significant bits. Limited double
precision capability for adding, subtracting, storing and fetching is re-
quired in the instruction set.

9.2.1.4 Memory Trade-Offs - While the requirements of the central G&C
computer complex indicate a definite need for some form of a magnetic
main memory, the local processor memory can be best implemented with
a combination of a read-only and read-write MOS semiconductor memories.
The two prime objections to a semiconductor memory in the central G&C
computer complex are: (1) volatility of the read-write memory and (2)
inability to alter electrically the content of the read-only memory. These
two arguments do not apply to the local processor for the following reasons.

Each local processor performs only functions dedicated to a specific
subsysterm which are defined relatively early in the development program
and, once firmed up, change very seldom permitting the processor
program to be committed to a read-only memory with a fixed intercon-
nection pattern. An overlay mask is used for encoding the MOS ROM
device with program information. The encoding mask is automatically
generated by a special computer program, resulting in turn around times
as short as two days, permitting changes in the program to be implemented
with minimal delays. Once the encoding mask is generated, the device is
fabricated in a standard production run,

9-9
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9.2.1.4 (continued)

The volatility of the read-write scratchpad memory is not critical in
the local processor because the central computer complex is capable of
retaining the last set of computed data and can reinitiate the local pro-
cessor program with minimum interruption in case of power transients.

MOS semiconductor memory offers several advantages in the local
processor. Among the major advantages are lower size, weight, power
and cost than magnetic memory, especially in small capacities required
for the local processor, The MOS semiconductor memory will operate
with the same clock as the logic circuitry and does not require additional
interface and timing circuits. The cost of a semiconductor memory is
linear with the capacity, which means that semiconductor memories can
be broken into any size modules without cost penalty. Magnetic memories;
on the other hand, require that a large magnetic array size be driven by
a few electronic circuits to be economical,

Present state-of-the-art memory technology permits bit densities
as high as 4096 for ROM's and 512 for RWM's, A typical memory of 3584
words ROM and 512 words of RWM can be mechanized with 14 ROM devices,
16 RWM devices and 2 address decoder circuits, Detailed characteristics
of these devices are presented in Section 2.

9.2.2 Electronic Interface Unit (EIU) Trade -Offs

The studies concerned with the EIU have been based on the analysis
of signal interface requirements. These interface requirements are
presented in Table 9-4., Because of the lack of detailed deccription of
the subsystem hardware, the interface between the local processor and
subsystem electronics has been based on certain assumptions, These
assumptions are summarized briefly in the following paragraphs.

TABLE 94
LP - TO - SUBSYSTEM INTERFACE REQUIREMENTS

OUTPUTS INPUTS
SUBSYSTEM

Whole Whole

Word Discrete Word Discrete ]| Analog
SIRU 12 * 12 43 *
OAS 4 2 2 1 1+10*
CMG 6 % 6 30 *
RCS 16 30 %
RCS (Central) 8 16 *

* For Test and Monitor Purposes Only
%% Could be Analog

9-10
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9,2,2,15IRU Interface - The instrument outputs are AO and AV in in-
cremental form - a total of twelve incremental inputs. Since the SIRU is
the only subsystem that provides incremental inputs to the local processor,
it is considered more cost effective to locate the precounters for the
instrument outputs in the SIRU electronics package rather than in the EIU
of the local processor, The contents of these precounters will be periodi-
cally read into the local processor through a digital, whole-word input
channel, The remaining inputs and outputs are used primarily for test

and performance monitoring purposes,

9.2.2.2 OAS Interface - For this subsystem, the pointing angle commands
and angular readouts are assumed to be in digital form. Again, the bulk
of the analog signals are voltage and temperature monitoring signals,

9.2,2.3 RCS Interface - A valve control scheme using quad redundant
valves shown in Figure 9-2 is assumed for the study. The scheme per-
mits full operational capability after local processor failure in the engine
station. All valve controls are discrete signals at bipolar logic levels,
requiring the power amplifiers to be located at the valve controls. The
analog signals monitor temperature, pressure and flow rates.

9.2.2.4 CMG Interface - The CMG interface consists primarily of six
gimbal angle inputs and six gimbal! rate outputs. The inputs are assumed
to be digital, whole-word signhals requiring a resolution of 12 bits. The
outputs could be either in digital or analog form. Since no other sub-
systems have analog output requirements, it is recommended that digital
interface be used for gimbal rate outputs,

9.2.2.5 Standardized EIU - An analysis of Table 9-4 indicates that the
functional interface requirements for the four subsystems considered do
not vary as widely as one may initially expect. If one also considers the
data rates estimated for the local processor, the following conclusions
can be readily drawn:

1. Data rate requirements are very low compared to the pre-
processor 1/0O capability.

2. Because the local processor is dedicated to one subsystem,
all I/0O events can be initiated under local processor control.
No need exists for the local processor to accept data from
many sources asynchronously,

3. Itis feasible to meet the different EIU requirements with one
standardized EIU design, A modular standardized building
block approach does not appear to offer any advantages over
a single design because the requirements do not vary widely
enough,
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9.2.2.5 (continued)

4, The standardized EIU can be broken into two main sections:
a digital section (input and output) and an analog section
(input only). The following section describes the results of
mechanization trade-oifs for these two sections.

9.2.2.5.1 Digital EIU Section - Two basic considerations in the
design of the digital section of the EIU are: (1) form of data trans-
mission (serial or parallel), (2) method of implementing channel
control.

Because of the low data rates, serial data transmission could be
used for implementing digital data channels in the EIU, The basic
advantage of serial transmissions is reduced number of line drivers,
receivers and interconnections, The main disadvantage is the limited
data rate capability. Although the overall data rates are quite low,
there may be times when there exists a need to transmit several pieces
of data at high rate. Therefore, use of serial channels may limit the use-
fulness of the local processor for other subsystems not investigated under
this contract. Therefore, it is recommended that the data transfers take
place in parallel in order to assure the usefulness of the local processor
in a wide range of applications,

There are basically three methods used for controlling data transfers
in aerospace computers: (a) programmed data transfer, (b) direct
memory access (DMA), and (c} multiplexer channel,

The first method is the slowest but has the advantage of flexibility.
Some form of interrupt is required for this method. Data transfer takes
place between an I/C bus and one of the processor registers or a memeory
location specified on the I/O instruction,

Direct memory access provides data transfer between memory and
external devices by "stealing'' memory cycles from the processor program.,
This type of transfer is quite fast and its maximum data rate is limited to
the memory speed. Word count and memory address registers are re-
quired at the EIU or subsystem electronics,

A multiplexer channel would provide the DMA with capability to
sustain several I/O operations on a time-shared basis. The channel
services the peripheral devices asynchronously as the input data becomes
available or when the receiving devices can receive data. The use of a
multiplexed I/O channel requires a buffer mode of data transfer. This
mode uses stored control words and assigns areas in memory as input/
output buffering areas. These areas are under control of the programmer,

9-13
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9.2.2.5.1 (continued)

Considering that the local processor interfaces with only one sub-
system and rates are quite low, the programmed data transfer method
is quite adequate, requires minimum amount of hardware and offers most
flexibility. It is the recommended method.

9.2.2.5.2 Analog EIU Section - There are two approaches to locating
interface conversion equipment, The first distributes the conversion on
operations to the sensors where the signals are generated. The various
signals a2re converted to a standard digital format and transmitted to the
digital section of the EIU. This means that each sensor must have its
own analog-to-digital converter (AD C), a digital register and some logic
to read out its contents upon computer command., This approach has
several advantages and disadvantages. Among the advantages is that

(a) single point failures can be isolated to the specific sensor, (b) signal
grounds can be isolated resulting in reduced noise effects, and (c) the
ADC can be operated at slow speed commensurate with the associated
sensor data rate and (d) full advantage can be taken of future development
of digital sensors, The major disadvantage of this approach is that it
requires more hardware resulting in higher system complexity, weight
and cost.

The second approach is to integrate the conversion equipment in the
EIU section of the local processor. In this case the signals are trans-
mitted in analog form to a multiplexcr and encoded in the ADC located in
the EIU. Time sharing of conversion equipment is possible with this
approach; hence, hardware costs are reduced.

Considering the large number of analog signals and the relatively slow
sampling rates, the second approach definitely results in reduced hardware
cost and complexity. Therefore a time shared ADC in the EIU section of
the local processor is recommended.

Another important factor in the EIU design is the determination of the
location of the multiplexer switch. It is usually determined by the sensor
distribution. If many sensors are located in one source area, the multi~
plexer is located in that area to save wires and line drivers and receivers,
Otherwise, the multiplexer is located in or near the receiver, or EIU in this
case. Sometimes a compromise is made and the multiplexer is broken
into several sections that are located near sensor areas. Then the outputs
of these multiplexers are multiplexed again at the ADC input. The location
of the sensors in the Space Station can vary widely between subsystems.
For example, in the SIRU all sensors are located in close priximity while
in the RCS subsystem the temperature and pressure gauges are widely
separated physically. It is important that the EIU have enough flexibility
to interface efficiently with all subsystems and therefore a multiplexer at
the EIU is recommended with additional discrete signals being provided
for multiplexing control at the subsystem electronics,



C70-171/301

9.3 CANDIDATE LOCAL PROCESSOR EVALUATION

An evaluation of the candidate preprocessor described in Tables 9-1
and 9-2 was made by comparing the functional characte ristics against
the requirements. The most critical limitation of the candidate pre-
processor is the speed. An improvement by a factor of four is required
in order to satisfy SIRU requirements. The problemsof using a slow
preprocessor have been treated in Section 9.2.1.2 and will not be
repeated in this section. In addition, the lack of discretes and/or interrupts
may present some difficulties in interfacing with the subsystem electronics.
Eight (8) . analog channels are adequate if some multiplexing at the
subsystemn electronics is provided. A description of the recommended
local processor design is presented in the next section.

9.4 RECOMMENDED LOCAL PROCESSOR DESCRIPTION

The LP is a programmable, parallel, digital machine utilizing a
semiconductor memory, MOS logic, and having an input/output section
that can be tailored to the application. The LP is to interface with the
type 2 data bus that is described in the reports on the reconfigurable
G&C computer, The functional areas of the LP are:

a) Central Processing Unit (CPU)
b) Memory

¢) Electronic Interface Unit (EIU)
d) Power Converter

e) Clock

f) Standard Interface Unit (SIU)

Figure 9-3 is a block diagram of the LP. The LP interface with the
subsystem will consist of DC voltage analog and discrete type signals.
The discrete signals can be pulse or on/off types.

9.4.1 Central Processing Unit

The CPU operates on an internally stored program made up of 16-bit
instructions. The basic logic speed is one megahertz. All operations in
the CPU are done in parallel format as far as possible to attain maximum
computing speed.

Data is handled in ordinary fixed point binary format with negative
numbers expressed in two's complement., Data words are 16 bits long
including sign. Double precision operations are possible in which the
data word is 31 bits long including sign.

The CPU is organized into the following functional blocks:

9-15
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9.4,1 (continued)

a) Register File: General register storage (each register
is 16 bits long).

b) Program Counter (13): Controls instruction access from memory.

c) Accumulator (16): General purpose data register.

d) Extension (16): General purpose data register.

e} Buffer (16): Memory data buffer register.

f) Instruction Register (16): Holds instruction being executed.

g) Control "A" (5): Controls multiply and divide operations.

h) Shift Matrix (5): Controls shifting operations.

i} Address Register (16): Holds memory address of operands.

j) Operation Register (4): Holds operation code.

k) File Address Register (9): Controls general register operation.

1) Condition Register (4): Holds results of comparison operations.

m)} Auxiliary Register (16): General purpose data register.

n) Adder (16): Parallel adder/subtractor.

The number in parentheses indicates the size of the function in terms
of the number of flip flops required to mechanize the function. A block
diagram of the CPU is shown in Figure 9-4.

The CPU has a flexible instruction repertoire that includes the
following:

a) Arithmetic (Operands in memory and/or registers)
- Subtract
- Mulitiply
- Divide

b) Comparison
- Compare registers
- Compare register and memory
- Branch on condition

c) Shift
- Shift left
- Shift right

d) Double Precision
- Add
~ Subtract
- Fetch
- Store
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9,4.1 (continued)

e} Data Movement
- Fetch memory
- Store in memory
- Exchange registers

f) 1/0O Control
- Set output discrete Group A
- Set output discrete Group B
- Read input discrete Group A
- Read input discrete Group B
- Input paralle!l data word
- Output parallel data word
- Disable interrupts
- Enable interrupts
- Read analog input X (Coding identifies one of 8)
- Read analog input group in sequence.

The CPU has two internal interrupts, one from the SIU and one from
the EIU. The interrupt from the EIU indicates that the EIU has completed
the commanded analog-to-digital conversion and the data is ready for the
CPU. The CPU branches to a sukroutine to take the data word from the
EIU and place it in memory. The CPU then returns to the point of inter-
ruption in the program.

The interrupt from the SIU has two functions depending upon where the
CPU is in the program., When the CPU is executing the main program,
the interrupt indicates the reception of a control word by the SIU., The
CPU branches to a dedicated location in memory to start an input or output
routine and sets the interrupt false. All pertinent data is saved so that
the CPU can return to the point in the main program where the CPU was
interrupted. Next, the control word in the SIU is read into the CPU. The
address field is placed in the program counter and that location accessed.

The content of that location is the first instruction of a subroutine that
will handle the data transfer. A counter is formed by storing the number-
of -words field into memory.

The CPU idles until the SIU interrupt goes true. The CPU sets the
interrupt false and then accesses memory for a data word and places the
word in a buffer in the SIU or reads the data word from the SIU buffer and
stores the word in memory depending upon whether the operation is an
input or output. In either case, after transferring the data word, the
CPU increments the memory address register and decrements the number-
of words counter. If the counter is non-zero, the CPU idles until the SIU
interrupt goes true to repeat the above operations. If the counter is zero,
The CPU restores conditions prior to the interrupt and continues with the
main program.
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9.4.1 (continued)

In addition to the internal interrupts, the CPU has a minimum of four
external interrupts. Each externzl interrupt will force the CPU to branch
to a specified location for the next instruction. Each interrupt has a
dedicated memory location assigned to it. A simple priority scheme that
the lowest numbered interrupt has the higher priority provides orderly
processing of the interrupts. The CPU automatically disabies all other
interrupts until it finishes processing an earlier or higher priority interrupt.

9.4.2 Memory

The memory is made up of a read only section and a read/write
section, The read only section has memory addresses 0512 to 4095
and the read/write section has memory addresses 0000 through 0511,
The memory uses MOS technology in its mechanization. Figure 9-5
shows a block diagram of the memory.

The memory contains 4096 words each 16 bits long. Each word is
addressable on a random access basis. Words are written into or read
from the memory in parallel. A memory read cycle time is a maximum
of 750 nanoseconds and a memory write cycle time is a maximum of
one microsecond.

9.4.3 Electronic Interface Unit

The EIU is made up of four areas:

a) Discrete output area
b) Discrete input area

c) Analog input area

d) Parallel data bus area

All operations of the EIU are initiated and controlled by execution of
instructions by the CPU. Data transfer between the EIU and the rest of
the LP is through the registers of the CPU,

9.4.3.1 Discrete Output Area - The discrete output area of the EIU
consists of circuitry for a minimum of 32 discrete output signals divided
into two identical groups. A buffer register having one bit position for
each output holds the data received from the CPU. The outputs of this
register are conditioned by line drivers and placed on the output lines,
The output signals are complementary types requiring two wires per
signal. The voltages on these lines are always complements of each
other. True and false conditions for the signal represented by the
voltage states of the lines can be arbitrarily defined. The voltage levels
used are +5 VDC and ground. The line drivers are bipolar circuits to
handle drive requirements. The rest of the circuits are MOS type circuits.

9-20
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9.4.3.1 (continued) Discrete outputs are organized in groups of 16 to
conform to the LP internal word size. When used as a pulse type discrete,
these outputs can be driven to give 250, 000 pulses per second maximum,
Single pulse outputs can have pulse widths as narrow as four microseconds.
Figure 9-6 shows a block diagram of the discrete output area.

9.4,3.2 Discrete Input Area - The discrete input area is capable of
receiving a minimum of 32 discrete type signals. These input signals

are complementary types as discussed above. The signals on the input
lines are conditioned by line receivers and strobed into a buffer register
upon command from the CPU, All circuits are MOS type except for the
line receivers which are bipolar. The input discretes are organized into
groups of 16 to conform to the LP internal word size. Figure 9-7 shows a
block diagram of the discrete input area,

9.4.3.3 Analog Input Area - The EIU has the capability of accepting up to
eight d-c analog voltage inputs and converting these voltages into a twelve
bit digital number including sign. The conversion time is four microseconds
per bit plus five microseconds for settling time or a total of 53 micro-
seconds per input.

An input filter is provided on each input line to prevent surges on these
lines immediately after the input multiplexer switch is closed thus assuring
accurate measurements. Overvoltage and short circuit protection is em-
ployed on the inputs to help prevent faults from propagating from one sub-
system to another,

Figure 9-8 shows the basic block diagram of the converter. Initially,
the register is set to zero, causing the output of the DAC ladder network
to be equal to zero volts, then onz of the series input switches is closed
connecting an input line to the comparator amplifier. After sufficient time
to allow for input switch closure, the bits of the register (most significant
first) are sequentially set and reset depending upon the polarity of the
output of the comparator amplifier. In this manner, the converter makes
a sequential convergence on the analog input voltage until the number in
the register corresponds to the input voltage to a resolution of = 1/2 of
the least significant bit.

Reference voltages for the ladder network are supplied by a precision
power supply to insure a high accuracy in the conversion procedure.

Conversion is initiated by the CPU executing one of the read analog
input instructions. After completing the conversion, the digital number
is held in a buffer register and the CPU notified by an interrupt. If a
group of analog input conversions are desired, the CPU executes the read
analog input group in sequence instruction. The converter starts the
operation by converting analog input one, After setting the interrupt true,
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9.4.3.3 (continued) the converter starts the conversion process on
analog input two. A three bit counter that is incremented after each
conversion controls the stepping through the inputs. The CPU has

53 microseconds to clear the previous data from the buffer register
before the new data is read into the buffer register. This continues
until all eight analog inputs have been converted into digital numbers.

9.4.3.4 Parallel Data Bus - The EIU has the capability of sending and
receiving parallel digital words over a parallel data bus. The bus
handles words in 17 bit format of which 16 bits are data and one bit is
parity. Two gating signals to indicate when the data on the data lines are
valid are shared by the input and output channels. Figure 9-9 shows

a block diagram of the data bus.

Transmissions over the parallel data bus are done on a closed loop
basis between the sending and receiving stations. The sending station
places ths data on line and sets a data valid signal true. The receiving
station senses the data valid signal true and reads the data lines into a
buffer register. The receiving station now sets a data accepted signal
true. The sending station upon receiving the data accepted signal sets
the data valid signal false and prepares for the next transmission. When
the data valid signal goes false, the receiving station sets the data
accepted signal false, The bus is now ready for the next operation.

Transmissions originating outside the LP are started by the receipt
of an interrupt by the CPU. The CPU branches to a subroutine which
stores enough data for the return to that spot in the main program and
then executes an input data word instruction. This causes the parallel
data bus control to test the data valid line. When this line goes true,
the data lines are read into the buffer register. The data accepted line
is set true and the ready signal to the CPU is also set true. The CPU
senses the ready line going true and reads the word from the buffer
register into the accumulator. The data bus control sets the data accepted
signal false when the data valid line goes false. If more words are to be
sent, the above operation is repeated with the CPU executing another
input data word instruction,

Transmissions originating within the LP start when the CPU sets an
output discrete true to alert the receiving station., The CPU then loads
the buffer register with the data word and executas the output data word
instruction. The outputs of the buffer register are automatically placed
on the output channel lines. The data bus control sets the data valid line
true and monitors the data accepted line., When the data accepted line
goes true, the control sets the data valid line false and sets the ready
line to the CPU true. The above is repeated if more words are to be sent.
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9.4,.3.4 (continued)

Single or multiple word messages are handled the same in the EIU.
The major difference is the higher effective data rate for the multiple
word messages due to a better ratio of data words per channel setup
time. The lowest data rate occurs if all messages are single word type.
The data rate for this type operation is 66, 000 words per second. For
multiple word messages, the data rate approaches 143, 000 words per
second as a limit. In practice, the data rate will be between 66, 000 and
100, 000 words per second.

9.4,4 Power Converter

The power converter provides the required highly regulated secondary
voltages for the LP circuits. The converter operates from a computer
grade +28 VDC primary power source. No damage to the power converter
or other circuits in the LP will occur due to transients or less of primary
power. The LP requires ap proximately 72 watts of power from the
primary source.

9.4.5 Clock

The LP clock used for internal timing is derived from a master
oscillator operating at an 8 megahertz frequency. The oscillator is
crystal controlled and designed to be relatively insensitive to environmental
changes. The oscillator output is used to drive a four phase generator
which supplies timing signals to the MOS logic. The oscillator output
is counted down to derive a one megahertz timing signal for ‘he bipolar
circuits and the memory. The master oscillator has a long term accuracy
of + 100 parts per million.

9.4.6 Physical Characteristics

The LP is contained in a package with the dimensions 7.5 inches high,
13.5 inches wide and 10 inches deep. The LP weighs approximately 18
pounds. All components are mounted on plug-in modules of which there
are seven, including the power converter.

9.4,7 Standard Interface Unit

The standard interface unit or SIU provides the interconnection between
the 1/0 Data Bus and the CPU of the Local Processor, It can also be used
to interconnect to a subsystem directly if a clock source and memory
storage logic are available, i.e., no computational capability is required
by the SIU. Each SIU connects to all four I/O bus lines in the G&C System.
One output bus is provided from the SIU to the remainder of the Local
Processor. Thz unit has all digital interfaces.

9.28



C70-171/301

9.4.7 (continued)

Each SIU is independent of all other SIU's and has its own hardwired
address. Up to 32 addressable SIU's can be accommodated by the system,
All communication between the SIU and the subsystem or the central
computer complex is controlled by the central computers. This infor-
mation is transferred exclusively on the I/O data buses., All data
transfers take place at a one megahertz bit rate in a request-acknowledge
format.

9.4.7.1 SIU - Data Bus Interconnection - The method of interconnecting
an SIU to the four data buses is shown in Figure 9-10, Each data bus is
provided with a "T" connection for every Local Processor at the appropriate
location along the data link cable. These '"T''s'" have a straight through
connection providing one continuous data link cable from end to end,

The other part of the "T' contains a tap from each side of the twisted
pair line. Fully resistive taps are used, with a resistor in each of the
two lines from the twisted pair cable forming a high impedance bridging
tap. These can be brought to a connector on the "T'" unit or, preferably,
connected directly to another twisted pair cable molded directly into the
tap structure.

Each tap so formed can be placed up to a few feet from the box housing
the SIU. This allows a routing of the four data link cables with spatial
separation for damage immunity. The closest any two data link cables
need to come to each other is then a function of the box location and the
length of the cable from the ""T'' connection. Utilizing resistive taps
directly at the main data link cables reduces the data line degradation
due to shorts on the branch cable or at the SIU.

Each branch twisted pair cable is connected to its own connector on
the SIU package. Two miniature transformers are connected in parallel
to the two wires, one transformer for the data link receiver and one for the
transmitter. The transmitters and receivers are individual integrated
circuits. There is a filter circuit and bias offset circuit ahead of each
receiver to eliminate unwanted signals and noise. Thus each transmitter/
receiver pair is AC coupled to the I/O data link bus. Connections at all
SIU's are identical. Therefore one transmitter/receiver pair in each
S1U is connected in a party line fashion via one data link bus.

Not shown in the interconnection figure are the ends of the four data
link bus lines. Each end of each line is terminated in the data link cable
characteristic impedance. These terminations occur at the I OP's where
the cables originate and end. A similar method of data link interconnect
to that outlined in Figure 9-10 is used at the IOP's with only the number
of transmitter/receiver pairs differing due to the somewhat different
communication interface. '
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9.4.7.2 SIU Operation - Each SIU responds only to communications
from one of four sources, These sources are the four IOP's of the
central computer complex. Each IOP has a different data bus and is
therefore received by onlv one data receiver per SIU, During the normal
mode of operation, the SIU is in an idle mode, with its transmitters

off and all four of its receivers active, The active receivers are
monitoring their individual data buses or IOP's, waiting for a2 message
from the central computer complex.

A block diagram of an SIU is shown in Figure 9-11. Only one of the
four receivers is shown, the others are identical. The data transmission
sequences for the SIU are discussed in the I/O Data Bus Study, Section 6.
Each sequence is initiated by a transmission to the SIU from one IOP,
This transmission is received by one of the four receivers. The first
and second words received (16 bits each plus parity) are control words
and specify the SIU operation for the sequence initiated. For any sequence
these control words are identical in format and operation. The word
formats are shown in Section 6 (Figure 6-1, page 6-2).

Leading the first control word is a three bit sync code. This is the
first information to the SIU receiver and must be detected for proper
cperation. Proper sync detection starts the receive process and indicates
to the individual receiver control that a valid SIU message follows,

It also sets the timing and synchronization of all following data for that
message,

Every IOP message transmission will be detected by each SIU receiver
connected to that IOP data bus. The detection of a correct sync code at
the proper time (after no bus transmission or dead band zone) puts the
individual SIU receiver into the receive address mode, allowing the input
register to be filled from the receiver output. This input register is long
enough (16 bits) to hold the first control word that is received. The
operation is independent of the mode of the other three receivers,

The first two fields of the first control word specify data to be used by
the IOP and are discarded by the SIU. The third field is retransmission
data which may be of use to the local processor and is available. The
fourth field of the first control word is the local processor address. When
this field has entered the shift register it is compared by the address com-
pare circuit to the pre-wired address at each SIU. If the address compares,
bit for bit, the SIU~Local Processor that was addressed enters the receive
mode, and all others go back to the idle (wait for sync) mode.

The next field is an I/O bit, specifying the message operation of
receiving data or transmititing data, Spare bits follow this field and are
available for other control functions. Appended to the end of the word
is an odd parity bit, bit 17, This is checked against the derived parity
for the 16 bits already received, If OK, the SIU receive mode can start
its sequence. This causes a CPU interrupt. At this point only one receiver
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9.4,7.2 (continued) - can be operated and all other receivers are
blocked from initiating an SIU receive mode. They still are operational
however, and ready to respond on a first-come-first-served basis,

The receiver select switches are set for the single receiver being
serviced.

In the SIU receive mode, the first control word is shifted into the
1/0 register as the second control word is received and shifted into
the input register. Also the whole 16 bit word is added, module two,
by the block parity circuit for later checking. The second control word
passes directly through the input register and is followed by one of two
types of words. This is indicated by the I/O bit. If the requested
operation is to receive data from the IOP, a data word follows. If it
is to transmit data, a block parity check word follows.

If a block parity word is to follow, as soon as it has been received
serially by the input register, it is compared with the module two sum
formed from the first two control words. If it is the complement (odd
parity) of this sum no error is present and the SIU can proceed into the
transmit mode, If it is incorrect, the SIU returns to the idle mode.

In the other case, where data words follow the control word, the
second control word is decoded from the I/O register., This word
specifies the data location in memory where the LP CPU has the memory
address for the first data word stored, and the number of words in the
message. The number of words field is stored by the CPU and used to
determine the length of the ensuing message. After each data word is in
the I/O register, it is transferred to the buffer register and a CPU
interrupt generated, The data word is stored under CPU program control
into the proper memory location during the next 15 usec. As the last
data word fills the I/O register, the block parity word for the whole
message fills the input register. (All words in the selected input register
are added module two for a message). This is compared for a receive
data error. Errors are reported to the CPU in the SIU acknowledge. The
CPU determines the end of the message and signals the end of the receive
sequence (this is checked) and the SIU enters the transmit mode as before.

Two sequences exist for the transmit mode, one in which an acknow-
ledge is transmitted, and the second in which data is transmitted. The
transmit acknowledge takes place after the data receive mode ends. Two
acknowledge words are transmitted by the SIU, similar to the two control
words. The transmitters used for this operation were specified by the
second field of the second control word, and can be one, two, three or
all four. '
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9.4.7.2 (continued)

The first acknowledge word contains a field for the reply bus infor-
mation (output of Reply Select Circuit), the type field is repeated, the
data location register contents are placed in the data location field
and the I/O bit set for the operation the SIU is performing. The second
acknowledge word contains a field for the local processor address
{pre-wired), the number of words just received or to be transmitted, and
the status of the LP.

This data is prefaced by a pre-wired sync code of three bits for SIU-
IOP communication. Then the two acknowledge words plus a parity bit
for each are transmitted. The block parity check sum is inserted in the
1/0 register and serially transmitted last., The SIU returns to the idle mode.

Theother transmit sequence is similar to the data receive mode, except
the second acknowledge word is followed by data. This data was specified
by the received second control word and is read out of (rather than into)
the memory a word at a time under CPU control into the data buffer
register. It is parallel transferred into the I/O register at the start of
each transmit word time, All transmitted words are added modulo two
so the check sum can be entered and transmitted after the last data word.

Transmissions by an SIU will be ignored by its own receivers and all
others except the IOP's due to the non-detectable sync code preceding each
SIU transmission. During the receive mode the clock source for all timing
is derived from the received data stream. In this fashion all data is
decoded and distributed under control of the clock used to assemble it.
Each individual receiver control uses its own line derived clock wuntil the
SIU enters the receive mode and all other receivers are locked out,

When the SIU is transmitting it uses the LP 8 Mhz clock divided down to
1 Mhz for all internal clocking and Manchester encoding.

A BITE timer is used to monitor all data transmissions and receptions,
Since these messages are all of a fixed maximum length this timer can
signal the necessity to lock out a continually operating receiver or turn off
the SIU transmitters upon SIU failures. This action is reported to the
CPU and to the IOP through the LP status word when possible.
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10.0 POWER DISTRIBUTION INVESTIGATION

10.1 INTRODUCTION

This section discusses the Power Distribution Study. The objective
was to determine a preferred power distribution system for the G&C
system. The preferred system, described in Section 10,7, consists of
solid state load controllers packaged with the Gk C load at the interface
point with the Electrical Power Subsystem (EPS). The load controllers
are controlled by a logic level power control module in the Local Pro-
cessor (LP). The power to the LP is controlled separately to afford a
method of isclating failed LP's by removing power,

The first discussion concerns characteristics of Mil-Std-704A input
power and its impact on power converter design. It is interesting to
note that special ""computer grade' power has been proposed on some
recent avionic systems to circumvent the design problems introduced
by Mil-Std-704A. Next, the generalized characte ristics for a distri-
bution system are developed along with failure characteristics. Various
types of load and source isolators are discussed in Appendix 8.

10,2 INTERFACE CHARACTERISTICS

10,2.1 Input Power

Mil-Std-704 A power has been assumed as the power available at"
the G&C system interface for the purposes of this study (Ref. 10-1,6.5-3.2),
Less severe transient surge voltages defined by curves 5 and 6 of Mil-Std-
704 A have also been considered (Ref. 10-2). For convenience, the char-
acteristics of this power is summarized in Tables 10-1 and 10-2,

TABLE 10-1
Summary of Mil-Std-704A, Category B-AC Power,
Nominal 3@, 400 Hz, 115 VAC.
Full Limited
NSSL ASSL ESSL Transient Transient

[Voltage Min * 108 102 104 58 74
(Volts ) Max 118 124 122 180 140
Frequency Min 380 - 360 320 | 370
(Hertz ) Max 420 - 440 480 430

* Min. voltage for space station may be 1.5 volts greater due to less
maximum voltage drop in distribution bus (Ref. 10-1),
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10.2.1 (continued)

TABLE 10-2
Summary of Mil-Std-704A, Category B-DC Power, Nominal 28 VDC
' Engine
NSSL ASSL ESSL Start Landing

Voltage Min 24 22.5 16 16 22.5
(Volts) Max 28.5 30.0 24 28.5 28.5
Transient Voltages Full Limited Spike
{Volts) Transient Transients

Min 8 12 - 600

Max 80 60 + 600

NSSL - Normal Steady State Limit
ASSI. - Abnormal Steady State Limit
ESSL. - Emergency Steady State Limit

Mil-Std-704A AC input power has the advantage of being well defined
and of having characteristics well known to designers of avionic equipments.
Much equipment already exists that operates from it and therefore it pre-
sents low technical risk and lower cost for equipment design or modification.

However, since the volume and weight of magnetic components varies
inversely with the three-fourths power of frequency (Ref, 10-3), there is
a size and weight advantage of going to a higher frequency source. The
main disadvantage is that less equipment has been designed for higher
frequency AC power and development cost and risks could be anticipated
to be greater., Direct distribution of this higher frequency power is
desirable. However, it can be generated in the load if necessary or desirable,

One method used to reduce the volume and weight of magnetics in some
electronic equipment using Mil-Std-704A power is to use the DC power and
static DC to DC converters operating at frequencies determined by the
switching limitations of the solid state switch and the required volt/turn
resolution of the transformer.
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10.2.1 (continued)

For transistor switches, conversion frequencies to 5 KHz are usual,
to 20 KHz common,and to 100 KHz or higher possible. Not only are the
power transformers reduced in volume and weight, but the required
filtering is greatly reduced at these frequencies. The reduced energy
storage of the reduced filters essentially turns the transient voltages
of Mil-Std-704A into steady state voltage and regulation is usually re-
quired. The eight to eighty volt swing makes dissipative regulator
inefficient. Since the open loop gain of many types of switching regu-
lators is proportional to the input voltage, it makes switching regulators
more difficult to stabilize. Also selecting the power transistor for
switching regulators is a problem. High breakdown voltage is required
at the 80V limit and high current capability at the 8 volt limit. This
combined with fast switching times and adequate forward and reverse
secondary breakdown ratings makes the power transistor design a
risky, expensive, low yield compromise of conflicting requirements.
There is much to be gained if the 28 VDC bus can be held within more
reasonable limits, say 24 to 32 volts. This would allow the equipment
to meet the audio susceptibility requirements of Mil-I-6181D or Mil-Std-
461A with the input at.28 volts and work from the normal steady state
level of 24 to 28.5 V of Mil-Std-704A.

Static inverters are a source of radio frequency noise and line
filters used to filter this noise can usually be designed to sufficiently
attenuate very short duration spikes (a few microseconds) outside the
normal steady state value,

Another method used to reduce the volume and weight of magnetics
operating from Mil-Std-704A power is to directly rectify the AC power
and operate a DC to DC converter from the resulting high voltage DC,
This is possible because of the availability of power transistors with
very high voltage breakdown. Although the components and design
techniques needed for this type conversion are different, the arguments
are the same for limiting the transient tolerance range,

10.2.2 ILoad Power

Power controllers in the G&C system will have to handle maximum
loads from 10 watts to over 2 kilowatts (Ref, 10-1). These are summarized
in Table 10-3, Power controllers within the computer may be in the low
watt range. For the purpose of this study, load controllers over a range
of 28W to 8KW and 1.0 to 75 amperes are within the range to be considered.
Power may be DC, one phase AC or three phase AC.
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10.2.3 Environment

Discussion of the environmental characteristics of the various
components in the G&C power distribution system will include only
thermal considerations since the behavior of solid state power devices
to other environmental conditions should be similar to other solid

state components in the system.

TABLE 10-3

SUMMARY OF REQUIREMENTS

Artificial Environment

Ave Max | Emerg Launch| Ave | Max | Emerg

CMG's 450 1360 | 460 460 460 | 1360 460
Tracker 200 200
Horizon Edge 10 10 10 10 10 10 10
Tracker
IMU 160 200 160 160 160 | 200 160
G&N Computer] 20 20 2¢C 20 20 20 20
Docking Sensor 200 200
Miscellaneous 30 35 30 30 30 35 30
TOTAL 880%| 2075 680 680 680 | 1825 680

* 10 watt positive adding error in reference copied (Ref, 10-1)

10,3 GENERALIZED DISTRIBUTION BUS SYSTEM

10,3.1 DC Power

Figure 10-1 shows a distribution system made up of two sources, two
busses, and two loads. The sources and loads are connected to the busses
with isolators. Each bus needs one isolator for each source and one
isolator for each load that is to be connected to it. For example, four
sources, four busses and sixteen loads would require sixteen source
isolators and sixty-four load isolators or eighty isolators.
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10.3.1 (continued)

The necessary characteristics of the isolator depend on the possible
failure modes of the source or load.

Tables 10-4 and 10-5 list the various isolator characteristics for
various failure modes of DC sources and loads. Two things can be ob-
served from the data in the tables, First is that the only isolator that
works for all failure modes is a series switch. Since it isolates a
failure by disconnecting either the source or power, the failure mode
can never be fail operational. If the series switch fails after a load or
source failure, it must always fail open in order to maintain isolation,
If the FOOS criteria means that power must be available after three
failures, then four sources and four busses are required to meet the
criteria.

The second observation that can be made from the tables is that
if the source or load have certain limited possible failures modes, then
other isolators are available that may let the failure criteria be met
with something less than brute force quadruple redundancy.

It is of interest to note that the results shown in the tables are valid
for other than a power interface. For example, the source could be a
digital driver and the load its receiver.

10.3.2 AC Power

In concept, it would be possible to develop a failure matrix for an
AC system similar to the one developed for the DC system. Additional
failure modes such as low frequency, high frequency and phase rotation
reversal would need to be considered., However, the general conclusions
would be the same. The only universal isolator is a series switch that
fails open; the failure mode is fail safe, and quadruple redundancy is
needed to meet the requirements. If failure modes of the sources or loads
are limited, it may be possible to have fail Op failures and reduce the order
of redundancy. One thing that should be mentioned is that by using a
four-wire wye input for three phase transformers, they can be designed
to be fail Op if any single wire opens,

In addition to circuit breakers, magnetic components such as satur-
able reactors and others can be used as series switches,

10-6
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10.4 LOAD ISOLATOR FAILURE CHARACTERISTICS

It is assumed that the source isolators are part of the Space Station
power distribution system and that four busses are made available to the
G&C system load. This would be the most complex system and can be
easily simplified., These busses may be handled by several combinations
of switching and oring as shown in Table 10-6. The dotted lines indicate
some form of oring inside the load. An example would be a transformer
rectifier on each 3¢ AC bus with the DC outputs tied together. The series
switch isolators are all considered to be break before make. This is
necessary for AC power from sources not in sync and may be desirable
in any event to prevent tying a good bus into a failed bus. The disadvantage
is that the load is without power during the break before make period.

The normal switch logic is for normal power-up operation, Different
logic may be desirable after failure detection, during bus maintenance or
checkout, or for degraded operation modes.

If the assumption is made that oring in the load requires additional
hardware, which is probably a good assumption, then Configuration 2 is
the best for loads that can tolerate a Break Before Make (BBM) transient
loss of power. If BBM transientc are unacceptable, Configuration 3, 5,
or 6 is necessary with 3 being the least complex,

Where the statement "can be fail OP. . . .' in the '""Bus Fail Short"
column is made, it means that this is possible for isolators with proper
characteristics, namely, unilateral power flow,

It should be noted that a shorted load may pull the bus down before
the isolator disconneécts it. This can be prevented if either the isolator
or load contains current limiting.

10.5 EXAMPLES OF BUS SWITCHING

Figure 10-2 is an example of Configuration 2 of Table 10-6 where one
of four busses may be switched to the load with break before make
switches causing a momentary loss of power at the load. Figure 10-3
is an example of Configuration 3 of the same table where two busses
are or-ed in the load and each bus is backed up by a redundant bus connected
with break before make switches. In this configuration the load sees no
momentary loss of power. The two configurations are quite similar in
hardware and failure modes, the latter requiring additional complexity
in the load and additional monitors and voters.

The power switch is assumed to be a series swi tch that trips open if
overloaded. It is turned on or off as commanded by control line. It can
be reset after tripping for an overload in some way. This could be by
cycling the input logic line off and on, by removing input power or by use
of a separate control line,

10-9
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10.5 (continued)

As a minimum, the status line indicates what the power switch thinks
it sees on the control line, It is probably desirable that the status lire
indicates if the switch has tripped because of an overload.

The examples operate as follows:
10.5.1 Checkout

1. Command Power OFF

2. Check status lines, adaptive voter output and individual monitor
outputs.,

3. Initiate failure isolation sequence if false, proceed if true.

4, Sequence each switch on in turn and check status lines, adaptive
voter output and individual monitor output.

5. [Initiate failure isolation sequence if false, declare system
operational if true,

10.5.2 Normal Operation

Bus selection may be by priority logic, pre-programmed logic
or random depending on selection 10gic. In any event power is programmed
on or off as commanded, '

10.5.3 Failure Mode Operation - Power Loss

‘When adaptive voter output indicates loss of power, the active bus
is switched off and a new bus switched on. There is a loss of power
transient. This can be repeated until all busses have been tried and
then terminated or cycled continuously.

10.5.4 Failure Mode Operation - Shorted Load

For a true short it is desirable to declare the load knocked out
and go into some system backup mode, This is desirable because only
one or two busses see an overload stress., The disadvantage is that if
the overload indicator is in error and the load is not shorted, the system
has been disabled by one failure. For this reason it seems desirable
to try to drive a short with at least one more bus to verify that the load
is truly shorted. The extreme would be to cycle the shorted load onto
each bus at least once.

10.5.5 Failure Mode Operation - Non-Commanded Power Application

This may be an impossible or an acceptable failure mode. If not, a
backup fail safe element must be included that can be dependably opened.
This might be a backup switch that is part of the main power distribution

10-13



C70-171/301

10.5.5 (continued) system or a redundant independently activated switch
or fuse link in the power switch. Deciding which switch is the failed one
may be a problem, especially if the result of activating the redundant
switch is irreversible such as blowing a fuse link.

10.5.6 Failure Mode Operation - Monitor Failure

The adaptive voter is assumed to have the capability of detecting
when one monitor is reading different from the majority and masking
its output from future decisions. By using five monitors and a five input
voter, three monitor failures still produce a valid output from the voter.
Given additional knowledge from the system such as the selection and
status commands and prior history, fewer monitors may be necessary
for triple fail-op.

10.5.7 Failure Mode Operation - Logic Failure

As a minimum, logic failure can induce failures that appear as power
loss and non-commanded power application failures. These can be pro-
tected against and the ability to simulate the failures logically may be a
desirable checkout tool, Other logic failures could prevent meeting the
triple fail-op criteria and therefore be unacceptable. Circumventing
these unacceptable failure modes is a major consideration in implementing
the logic.

10.6 COMPARISON OF ISOLATION DEVICES

An investigation of various isolation devices and their failure modes
was performed during the study, Diodes for DC applications include
computer diodes, diffused diodes, ion implantation diodes and Schotty
barrier hot carrier diodes. For AC systems, magnetic isolators of three
types were investigated. These were a simple magnetic amplifier, a four
aperture magnetic switch developed by Stanford Research Institute for
Jet Propulsion Laboratory under NA§& contract, and the parametric
magnetic device called Paraformer , a product of Wanlass Electric Co,
Also, solid state controllers, under development for aircraft applications
were examined, and finally, electromechanical relays were considered
briefly for comparison purposes., Detailed information on the operation
and failure modes of these devices is presented in Appendix 8.

Table 10-7 compares various characteristics of AC isolators. The
transformer is given as a reference for the magnetic devices. The volume
and weight efficiencies of the solid state and conventional circuit breakers
are around two orders of magnitude better than the magnetic devices.

The solid state device has as good efficiency as the magnetic devices,but
is poorer than the nearly lossless conventional circuit breaker., However,
the solid state device presents the greatest cooling problem, dissipating
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10.6 (continued)} 32 times more power per cubic inch than a transformer
with a 40 C temperature risejand ten times more than a conventional
This, combined with the sensitivity of reliability to temperature
of solid state circuitry, makes cooling of these devices critical,

breaker.

Power

Frequency
Dimensions

Volume
w/in
Weight
w/1b.

Power loss

efficiency

Power Loss/in

Remarks

3

TABLE 10-7

COMPARISON OF AC ISOLATOR DEVICES

Parametric .SRI*. Magnetic Solid State Circuit
Transformer Transformer Switch Amplifier Controller Breaker
(1) (2) (3} {4) (5) (6)
100w 100w 40w 100w 1150w 2300w
400 H 400 H 2,5 KH_ 400 H 400 H 400 H
2.3 x2% ® 6.5x1.6° 3.24df3. 1x1xfin. L.5x6.6
x 3.1lin, x2.3in. x 4.5n, x 1.6 in,

15.0in3 45 in> 25 in> 35 in> 1in3 1.5 in3

6.7 2,2 1.6 2.88 1150 1530
1.9 1b. 4.7 1b, - 2 1bs, 0.13 1b. 0.13 1b.

53 21 -- 50 8000 16000

7.5w 15w 1, 6w 19w 16w 2.1w

93% 87% 96% 849% 88% 99%

0.5 0.33 0.063 0.54 16w 1. 4w
Compari- Also pro- 2.5KH Smallest Smallest
son only, vides Square size unit size unit
not used voltage re- wave in-
as switch gulation put power

¥ Different frequendy, power level, and leaving out drive transformer and control
power makes comparison with others invalid.

(1) Ref.

(2)
(3)
(4)
(5)
(6)

{(10- 4) Chapter 5.
core and coil losses.

Volume estimated at 3¥X, and weight as 2.5X, transformer,

Ref,.
Ref,
Ref,

Ref.

Assumes 400c Rise, 3,5% regulation and equal

(10- 5).

(10-6). Includes control power and inductor in current source,
(10-7).

(10-8 }. -40% to +100% temperature range,
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10.7 RECOMMENDED CONFIGURATION

The recommended configuration is based upon the following constraints
suggested by the general system studies:

a) When power is supplied from the Electrical Power Subsystem, all/most
of the LP's and G&C subsystems will remain powered-down. Sufficient
circuitry will be energized to recognize a LP address and LP power
on/off command from the data bus or an auxilliary bus.

b) Power can be applied to and removed from any LP by commands on the
data bus and/or an auxilliary bus.

c) Subsystem power is controlled by a powered-up LP,
Figure 10-4 is a block diagram of a configuration meeting these
constraints. The various blocks are discussed in detail and then specific

recommendations with rationale are given.

10.7.1 Subsystem Load Controllers

Characteristics are assumed to be similar to those listed in
Reference (10-11) and discussed in Appendix 8. The internal configura-
tion should be such that any internal short that would load the power input
would activate the fail safe current circuitry assuring a fail open failure
mode., The AC load controllers are bilateral devices with undefined
failure modes if one bus is tied to the input and another to the output.
Since this is a possible condition if there is a logic or load controller
failure, the failure mode should be an acceptable and well defined one.
Controllers for three-phase power are tied together through the power
control logic so that they turn on, off, and trip together. As indicated
by the power loss/in™ row of Table 10- 7, the location of the part will be
heavily influenced by thermal design requirements,

The load controllers should use EMI suppression techniques such as
zero crossover switching for AC controllers and controlled waveforms
for DC controllersto generate acceptably small EMI. Since normal design
practice is to place EMI filters right at, or as part of, the input power
connectors, interposing a load controller between the input connector and
filter could compound EMI control problems for the individual subsystem
designers.

10.7.2 LP and PC Circuitry

The Power Control (PC)} logic can be part of the LP, part of the
load controller, or a separate module, If part of the load controller or
LP, it can share the power supplies and packaging of these units which

10-16
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10.7.2 (continued) is a definite advantage if the added complexity in the
LP or load controller are acceptable, Figure 10-5 is a flow diagram
indicating what this logic might look like, The logic could be hardwired,
under software control, or a combination, Some options may be left
out--for example, the option to try a new bus if the trip indicator indicates
a shorted load.

10.7.3 Monitor

The monitor circuit is a simple circuit that detects the presence
or absence of acceptable power. It can be located at the power con-
trollers, with the power control logic, or at the subsystem load., If
located with the load, it provides the most credible information about
the presence of power at the load.

10,7.4 LP and PC Load Controller

The purpose of this controller is to conserve power when a LP and
subsystem are not activated and to isolate a failed LP. The physical
placement of this controller and/or the associated address decoder and
signal recognition circuitry may be with the LP or physically separated
from it, depending on how a failed LP is to be isolated in the overall
system.,

10.7.5 Specific Recommendations and Rationale

10.7.5.1 - Use solid state load controllers similar to those described
but with additional considerations given to failure modes., Rationale:
These devices are competitive with mechanical breaks in all aspects
except power loss and offer orders of magnitude improvement in

number of operating cycles, (Table 10-7). The technology is in a high
rate of development for aircraft electrical systems and should not present
any development risk for the Space Station program.,

10.7.5.2 - Package the controllers as part of the load electronics if
thermal and EMI design permits, Each bus should be brought into the
load controller on a separate connector, which is the interface with the
electrical power subsystem. It is assumed each bus will be brought to the
load in a separately routed cable. Rationale: Simple interface and
consistent with EMI and mechanical redundancy design practice.

10.7.5.3 - Package the power control logic as a separate module in the
LP. Communicate with the load controllers on the normal LP/Load
interface, If LP loses power, load controller must open. Logic will be
hardwired. Rationale: Logic can be powered from LP internal power,
Simple interface with data bus and load. It is desirable to have power
control identical for all loads but if not, modules with appropriate logic

10-18
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10.7.5.3 =~ (continued) - can be plugged into LP. This allows failed
LP to be isolated by removing power. Software controlled logic offers
only minor advantages in trouble shooting and operational flexibility.

10.7.5.4 - Power LP with separate load controller. The location of
this controller and its logic are to be determined by system considera-
tions to be made later from the following options.

a) Package as part of LP and control through data bus,

b) Package separately from controlled LP (may be in one or more
separate LLP's) and control through data bus and/or separate bus.

Rationale: Allows failed LP to be isolated from system by removal of
power. How best to isolate failed LLP's and meet the FO-S criteria
is part of the overall study.

10.7.5.5 - Package the "power present'' monitor with the load and
route the signal over the LP/load interface. Redundant monitors may
be desirable especially with redundant LLP's. Rationale: Best place
.to sense power is where it is needed. Interface is already available.
“Sufficient redundancy is required in monitor to prevent monitor failure
‘negating other redundancy measures,

10.7.5.6 - Determine required bus redundancy in conjunction with
-total required system redundancy. Rationale: Although parts of this

study assumed four busses available to each load, the system redundancy
requirements may possibly be met with one or two busses per load.

"I;his has to be determined from the overall system redundancy requirements,
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11,0 RECOMMENDATIONS FOR FUTURE EFFORT

11,1 INTRODUCTION

A fault tolerant computer system capable of fail op, fail op, fail safe
operation has been defined and the feasibility of the concept verified
through software simulation. It is considered a significant step toward
the goal of an operational fault tolerant computer system with applica=
tion not only in the Space Station, but in other manned or unmanned
space systems where high reliability is of utmost concern. The follow-
ing list of activities are recommended as logical extensions of this
study.

11,2 SOFTWARE AND SIMULATION

The simulation activity conducted during the study period provided
primarily assurance of design feasibility and demonstration of the
simulation system operations. There are two major areas where
additional simulation activity would be particularly valuable.

11. 2, 1 VCS Fault Detection/Isolation

Since the voting functions in the VCS are the primary means of
failure detection in the RGC system, it is particularly critical that the
hardware/software system be mechanized in the manner that provides
a high probability of proper isolation of VCS failures, The impact of
erroneously assigning VCS failures to other system elements is very
great., Therefore it would be highly desirable to investigate/evaluate
system performance under a rather detailed simulation of VCS mal-
functions. This can be accomplished by expanding the fault-generation
capabilities in the Simulator and investigating a reasonable variety of
VCS malfunction cases,

11, 2. 2 Module-level Reconfiguration

The RGC system is designed to allow for module-level {CPU, IOP,
memory) reconfiguration within each of the two physical compartments,
A preliminary analysis of the techniques required to mechanize the
capability was performed during the study, but the necessary software
routines were not programmed. System reliability, in terms of
probability of mission success, can be significantly enhanced by
adding the level of reconfiguration capability but the probability of
successful reconfiguration must be high and the possibility of induced
or propogated malfunctions caused by the additional reconfiguration
paths must be essentially eliminated. Developing the required soft-
ware routines and performing additional fault simulation would be
valuable in assessing the feasibility/desirability of a module-level
reconfiguration implementation.

il-1
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11. 2.2 (Continued)

Regardless of what specific follow-on simulation activity is
planned, it would appear that a minimal effort should be expended on
increased documentation and/or user-orientation on the Simulation
System. This system represents a rather general tool which could
be used for a variety of design evaluation tasks, Considering the
investment already mads it would seem judicious to assume that full
use of the tool can be made in the future.

11. 3 COMPUTER/VCS STUDIES

Concurrent with the simulation activity, additional system studies
should be conducted to investigate areas that were beyond the scope of
this study. This effort should include the following:

. Further investigation of system fault tolerance,
criticality of computations, fail op boundaries, etc.

. Further effort on design to guarantee failure
independence to assure assumptions in meeting FOOS,

. VCS definition - Further study to permit designing
VCS as an add on black box to today's off-the=-shelf
computers.,

. Detailed logical design of VCS to permit a complete
specification for hardware development.

. Further work on hierarchy of control in the selected
‘computer organization, e. g., lockouts to assure a
flexible design while still satisfying FOOS,

. Study of the applicability of the local processor design
for other subsystems not covered under this study.

11. 4 I/O0 DATA BUS STUDY

The baseline error protection scheme for the 1/O data bus uses two-
dimensional simple parity checks andrequest for retransmission, The
performance of this error protection method depends on a large number
of variables, many of which are difficult to estimate for the Space
Station application. A more thorough evaluation of this protection
method should be conducted. This can best be achieved by computer
simulation, allowing a wide latitude of values for the variables to be
exercised and simulating and computing the performance of the bus
subsystem, Hardware tests are also necessary in this effort to help
define the ranges of hardware dependent variables, Some of the vari-
ables to be exercised are: noise sources, probability distributions for
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11,4 (Continued) noise, S/N ratios, data line lengths, message
lengths, internal control word encoding, sample rates, message
rates, and retransmission logics,

Various performance measures can be computed in the simulation
such as throughput probability of undetected error(s) and IOP utilization.
Given the simulation routine, the effects of changes to the baseline
error protection scheme can be evaluated. These can include. simplify=
ing the scheme as well as increasing its complexity by, for example,
appending a cyclic code check for burst error detection and/or correction.
The performance for hardware or software forward error correction
can also be computed. Combinations of coding techniques can also be
evaluated, with the selected method at any point in time determined by

subsystem message criticality, subsystems and system status, and
system coenfiguration,
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